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Chapter One 

INTRODUCTION 

I. Sentences, propositions, arguments and the 
point of view of logic. Logic begins as the study from 
a particular point of view of certain types of argument. A 
person who makes an inference, i.e. does a piece of reason­
ing, and expresses it in some way, whether privately or 
publicly, may be said to use an argument. An argument has 
two essential parts: a set of one or more premisses and a 
conclusion, and it is said to be from its premisses to its 
conclusion. In this book we shall take it that the basic 
elements of an argument, i.e. the premisses and the con­
clusion, are propositions. We begin by saying something 
about how this term is to be understood. Consider the 
following sentence: 

The population of the world is increasing. 

This sentence may be used to make a statement or express 
a proposition: namely the proposition that the population 
of the world is increasing. Nevertheless although the pro­
position is expressed by the sentence it is not identical 
with the sentence. For the sentence could be translated 
into another language: if this were done we should have a 
different sentence but one which expressed the same 
proposition. 

Propositions have two important properties. One of 
these has already emerged: a proposition is expressed by 
an indicative sentence but is not identical with a sentence, 
and any particular proposition may be expressed equally 
well by any one of a number of different sentences. The 
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Introduction 
other property is that every proposition is either true or 
false. 

The distinction between proposition and sentence, 
though of theoretical importance, will not be prominent 
in this book. On the contrary we will adopt for the sake 
of convenience two practices which will confine it to the 
background : in the first place in our illustrations we will 
normally use the same sentence to express the same pro­
position; in the second place when we wish to refer to a 
proposition which we express by means of a sentence S 
instead of using the phrase : 

the proposition expressed by the sentence S 

we shall say simply 

the proposition S. 

The second of these phrases is to be understood as an 
abbreviation for the first. 

The other property we have referred to will, however, 
be constantly before us. It should be mentioned perhaps 
that it is sometimes questioned whether the property of 
being true or false is one that is in fact possessed by every 
proposition: it is suggested that there may be some pro­
positions which are neither true nor false. However, 
although systems of logic, and indeed systems of truth­
functional logic, have been devised which might be applic­
able if this were so, these must be taken to be outside our 
present field of study. It is a fundamental postulate of the 
system of logic which we are to expound that every pro­
position to which it applies is either true or false. We there­
fore regard this property of being either true or false as 
an essential property of propositions as we are using the 
term. 

Let us now have an example of an argument. The follow­
ing passage occurs in one of Bishop Berkeley's dialogucs. 1 

1 First Dialogue between Hylas and Philonous. 
2 



Introduction 
'Because intense heat is nothing else but a particular 
kind of painful sensation; and pain cannot exist but in 
a perceiving being; it follows that no intense heat can 
really exist in an unperceiving corporeal substance.' 

Berkeley is here presenting an argument which we may 
regard as having two premisses, namely the propositions: 

Intense heat is nothing else but a particular kind of 
painful sensation, 

and 

Pain cannot exist but in a perceiving being. 

The conclusion is the proposition: 

No intense heat can really exist in an unperceiving 
corporeal substance. 

In any argument the set of premisses is put forward as 
a reason for accepting the conclusion and in any presenta­
tion of an argument there is some indication of this 
relationship which enables us to identify premisses and 
conclusion respectively. In the present example the word 
because marks the premisses and the expression it follows 
that the conclusion. The word therefore is of course often 
used to mark the conclusion of an argument. The con­
clusion immediately follows the therefore; any proposi­
tions immediately preceding it arc premisses. We will 
henceforward use this as our standard method of dis­
tinguishing premisses and conclusion. Premisses and 
conclusions will usually be numbered for ease of reference 
and an argument will sometimes be labelled with a capital 
letter and a number. This is exemplified in the following 
argument, which we call Al, in which the premisses are 
numbered (1) and (2) and the conclusion is numbered (3). 
It is obvious that Al is very closely related to Berkeley's 
argument, though it might perhaps be disputed whether 
the two are identical: 
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Introduction 

(At) (1) Every instance of intense heat is a painful 
sensation. 

{2) No painful sensation is a thing capable of 
existing in an unperceiving being. 

Therefore (3) No instance of intense heat is a 
thing capable of existing in an unperceiv­
ing being. 

We began by saying that initially logic is the study of 
arguments from a certain point of view. We must now 
explain what this point of view is. Let us consider the 
argument Al which is set out above. AI is a philosophical 
argument; that is to say, it is of interest primarily to 
philosophers. If we study this argument as philosophers 
our interest will be to decide whether it provides us with 
sufficient reason for believing in its conclusion. To answer 
this question affirmatively we must convince ourselves that 
two conditions are satisfied: (i) that the premisses are both 
true; (ii) that the conclusion follows from the premisses. 
The argument provides us with good reason for accepting 
its conclusion as true if, but only if, it satisfies both con­
ditions. The philosopher then will be interested in the two 
questions: whether condition (i) is satisfied and whether 
condition (ii) is satisfied. The logician as such, on the 
other hand, in studying this argument is interested in the 
second of these questions only, the question, that is, of 
whether or not the conclusion follows from the premisses. 
Another way of saying the same thing is to say that the 
logician is interested, not in the question of whether the 
conclusion of an argument is true, but rather in the ques­
tion of whether the conclusion must be true if the premisses 
are. Yet another way is to say that the logician is interested 
not in whether the conclusion is true but in whether the 
argument is valid. These are various alternative ways of 
indicating roughly the point of view of the logician as 
such. In the last of them we have used the term valid. The 
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Introduction 

concept of validity is of fundamental importance in the 
study of logic and we must now attempt to give a sys­
tematic account of it. To do this we must first introduce 
and explain the notion of a form of argument. 

2. Argument forms; validity. Let us look again at 
the argument AI and compare with it another argument 
which we shall call A2. 

(A2) (4) Every visitor is a person now present. 
(5) No person now present is a prizewinner. 
Therefore (6) No visitor is a prizewinner. 

These two arguments arc obviously different from one 
another in at least one respect. They are different in 
respect of what they are about. AI is about intense heat, 
painful sensations and things capable of existing in an 
unperceiving being; A2 is about visitors, persons now 
present, and prizewinners. Yet in another respect they 
are similar to one another. The respect in which Al and 
A2 are similar is that they have the same form. The form 
of these two arguments may be expressed as follows and 
called A. 

(A) Every [a ] is a [b 
No [b ] is a [c 
Therefore No [a 

] . 
] . 

] is a [c ] . 
What is meant by saying that Al and A2 have the same 
form A is this: if in the blank spaces in A marked a, b 
and c we write respectively: 

intense heat, painful sensations, things capable of 
existing in an unperceiving being, 

then we h.ave the argument AI; whereas, on the other 
hand, if we write: 

visitor, person now present, prizewinner, 

then we have the argument A2. 
5 



Introduction 

If two arguments are of the same form they may be 
said to exemplify that form or to be exemplifications of it. 
We should regard each form as having a set of exemplifica­
tion rules which tell us what may and what may not be 
put in the blank spaces or gaps. We need to know this in 
order to know what is to count as an exemplification of a 
given form. In each case two rules at least are required. 
One rule, which we may call the type rule, governs the 
type of expression which is to be inserted in the blank 
spaces; the other rule, here called the distribution rnle, 
governs the way in which expressions of the appropriate 
type or types may be distributed over the different spaces. 
For the form A the two rules arc: 

(Type rule) Only a general term, i.e. a general noun 
or nominal phrase may be put in any space. 

(Distribution rule) Where two spaces are marked by 
the same letter they must be filled in in the same way; 
spaces marked by different letters may be filled in 
either in the same way or in different ways. 

There is a generally accepted convention that this• dis­
tribution rule which has just been stated for A applies to 
all forms. Hence a distribution rule is rarely stated ex­
plicitly. The type rule is ofte1: conveyed in the guise of a 
description. The space-labellmg letters (a, b, c in our 
example) are known as variables; when we fill in a space 
we are said to be making a substitution for or replacing a 
variable. Sometimes a writer, after setting out a form which 
contains variables x, y and z, may say: 'where x, y and z 
are general term variables' or 'where x, y, z are proper 
name variables' or again 'where x, y and z are general 
terms' or 'where x, y and z are proper names'. Any such 
phrase really serves the purpose of giving the type rule 
for the form in question. Very often however the type rule 
is omitted altogether. There is a general principle that an 
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Introduction 

argument form must be filled in in such a way that the 
result has for p·:cmisses and conclusion significant pro­
positions expressed by properly constructed sentences. 
With many forms this principle alone is sufficient to 
determine what sort of insertion is legitimate; apart from 
this it is often obvious from the context what type rule is 
intended. 

The form A would more usually be written: 

(A) (1) Every a is ab. 
(2) Nob is a c. 
Therefore (3) No a is a c. 

An argument is not an exemplification of a form if it 
cannot be obtained when proper substitutions are made for 
the variables in the form. For example the following 
argument is not an exemplification of the form A: 

(Bl) (1) Every visitor is a competitor in the last race. 
Therefore (2) Every competitor in the last race 

is a visitor. 

To see that this is so it is sufficient to notice that the con­
clusion of every exemplification of A must begin with the 
word No, whereas the conclusion of BI begins with the 
word Every. 

B 1 exemplifies the argument form: 
(B) (1) Every a is ab. 

Therefore (2) Every b is an a. 

For B as for A the type rule is that variables are to be 
replaced by general terms. We now set out a number of 
forms which have a common type rule entirely different 
from the one which applies to A and B. 

(C) (1) p before q. 
(2) q before r. 
Therefore (3) p before r. • 
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(D) (I) Aristotle said that p. 
Therefore (2) p. 

(E) (I) p and q. 
Therefore (2) p. 

(F) (I) p or q. 
(2) It is not the case that p. 
Therefore (3) q. 

(G) (I) p. 
Therefore (2) p and q. 

For all these forms the type rule is that the letters p, q 
and r which are used as variables are to be replaced by 
propositions; to ~ut it in anot?e~ way, these letters are 
propositional variables. Thus 1f m C we replace p by 
Hitler occupied the Rhineland, q by Mussolini invaded 
Abyssinia and r by The Second World War began we obtain 
the argument: 

(Cl) (1) Hitler occupied the Rhineland before Mus­
solini invaded Abyssinia. 

(2) Mussolini invaded Abyssinia before the 
Second World War began. 

Therefore (3) Hitler occupied the Rhineland 
before the Second World War began. 

Again, if in F we replace P by James won the race and q by 
John competed, we obtain the argument: 

(Fl) (I) James won the race or John competed. 
(2) It is not the case that James won the race 
Therefore (3) John competed. · 

A form of argui:ncn~ may be either valid or invalid. A 
form o~ arg~me~t is s~id to be valid if there is no possible 
exemplification m which all the premisses are true but the 
conclusion is false; it is invalid if in at least one possible 
exemplification all the premisses are true but the conclu-
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sion is false. The argument forms A, C, E and F are all 
valid. But the following argument is an exemplification of 
B in which the sJle premiss is true but the conclusion is 
false: 

(B2) Every mouse is an animal. 
Therefore, Every animal is a mouse. 

Hence the argument form Bis invalid. Exemplifications of 
the forms D and G can also be found without difficulty 
which show that these forms too are invalid. 

To say that an argument, e.g. A2, is valid is not to say 
the same thing as to say that an argument form, e.g. A, is 
valid. A definition of valid argument may now be given 
which makes use of the explanation already given of the 
meaning of valid argument form: 

An argument is valid if it is an exemplification of at least 
one valid argument form; otherwise it is invalid. 

In view of this definition it can be seen that when we say 
that an argument is valid or invalid we are not saying 
anything either about the premisses of the argument taken 
by themselves or about the conclusion taken by itself: in 
particular when we say that an argument is valid we are 
not implying that its conclusion is true; and when we say 
that an argument is invalid we are not implying that its 
conclusion is false. 

3. Truth-functors, truth-values, truth-functional 
validity. In this section we attempt to give some idea 
of the nature an<l scope of truth-functional logic. Truth­
functional logic is concerned with truth-functional validity. 
An argument is truth-functionally valid if and only if it 
exemplifies a valid truth-functional argument form. We 
must now explain what is meant when an argument form 
is described as truth-functional. 

An argument form consists of two parts: a variable part 
and a constant part. The variable part is the set of labelled 
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spaces which may be filled in in various ways; and we have 
seen that each space-labelling letter is known as a variable. 
The constant part is all the rest of the argument form; it 
may be thought of as divided into a number of distinct 
clements each of which is known as a constant. For example 
in the form: 

(F) (1) p or q. 
(2) It is not the case that p. 
Therefore (3) q. 

The variables are the letters p, q, each having two occur­
rences, and the constants are the expressions: 

... or .... 
It is not the case that .... 
Therefore .... 

The constant therefore serves to mark the conclusion: it is 
not a part of any of the propositions of which an argument 
form is made up. In the kinds of argument form of which 
we have so far had instances and with which alone we shall 
here be concerned those constants which have not simply 
a conclusion or premiss marking function may be regarded 
as proposition formers. A proposition former is, so to 
speak, the framework, or_ part of the framework, of a 
proposition. By means of it and of other elements which 
we call associated components we are able to form or 
construct a proposition. For different formers different 
kinds of associated component are needed. For example, 
in the form A we may regard the expression: Every ... is 
a ... which is part of the first line as a proposition former; 
here for associated components we need general terms. On 
the other hand in the form D we may regard the expression: 
Aristotle said that ... as a proposition former but here as 
associated component we need not a general term but a 
proposition. We may say that Aristotle said that ... is a 
proposition former of propositional associated components. 

10 
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It can be seen that if a proposition former requires a cer­
tain kind of associated component, then if this proposition 
former is used in a form, part at least of the type rule will 
be that the appropriate variables are to be replaced by that 
kind of component. Other examples of proposition 
formers of propositional associated components arc ... be­
fore ... , ... or ... and the two constants of this kind in 
the form F, namely: It is not tlze case that ... and Both ... 
and ... which we may shorten to ... and .... These ex-
pressions have the property that by means of them we 
may form compound propositions out of more simple 
ones. Thus given the propositions: 

(1) Hitler occupied the Rhineland, 
(2) Mussolini invaded Abyssinia, 

by means of and we may construct a new proposition: 

(3) Hitler occupied the Rhineland and Mussolini in­
vaded Abyssinia ; 

and by means of or we may construct the proposition: 

(4) Mussolini invaded Abyssinia or Hitler occupied the 
Rhineland. 

Again by means of the expression It is not the case that we 
may construct new propositions with, for example, (1) 
and ( 4) respectively as components, namely: 

( 5) It is not the case that Hitler occupied the Rhine­
land. 

(6) It is not the case that Mussolini invaded Abyssinia 
or Hitler occupied the Rhineland. 

A proposition which is itself compound may be a com­
ponent of a compound proposition; thus the compound 
proposition ( 4) is a component of ( 6). Again the compound 
proposition (5) is a component of the following compound 
proposition : 
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(7) It is not the case that it is not the case that Hitler 
occupied the Rhineland. 

We may say that It is not the case that is a monadic or 
one-place proposition former since it can be used to con­
struct a compound proposition with a single proposition, 
either simple or compound, as component. And and or on 
the other hand are dyadic or two-place proposition 
formers, each of them being used to construct a compound 
proposition with two components. 

And, it is not the case that, Aristotle said that and before 
are all proposition formers which use propositional com­
ponents. However, the first two differ from the third and 
fourth in an important way. And and it is not the case that 
arc, or at least may be used as, truth-functional proposi­
tion formers; Aristotle said that and before, on the other 
hand, are not truth-functional. We must now explain the 
property of truth-functionality which some proposition 
formers of propositional associated components have and 
others lack. A proposition former is truth-functional if the 
truth or falsity of a proposition formed by it with certain 
components depends in respect of those components 
solely on their truth or falsity. In other words, in order to 
know whether a proposition so formed is true or false we 
need never know any other fact about each of its com­
ponents than whether that component is true or false. For 
example, in order to know whether the compound pro­
position (5) is true or false we need not know any other 
fact about its component, the proposition (1), than 
whether ( 1) is true or false; if ( 1) is true then ( 5) must be 
false and if ( 1) is false ( 5) must be true; the truth or falsity 
of the component is all that matters: we need not even 
know what it means, provided that we can know whether 
it is true or false without knowing its meaning. Again, in 
order to know whether the compound proposition {3) is 
true or false we need know no other facts about its com-
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ponents, the propositions (1) and (2), than facts concern­
ing their truth or falsity. There arc four possibilities only: 
{1) and (2) may b0th be true; {1) may be true and {2) 
false; (1) may be false and (2) true; and both may be false. 
All we need know is which of these cases obtains. If the 
first obtains then (3) is true; in any other case (3) must be 
false. 

It is easy to show that not all proposition formers of 
propositional associated components have this property of 
truth-functionality. Consider two formers which we have 
mentioned earlier: Aristotle said that and before. By means 
of before we may construct the compound proposition: 

(8) Hitler occupied the Rhineland before Mussolini in­
vaded Abyssinia, 

which has (1) and (2) as components. Again, given: 

(9) The earth is flat, 
we may use the expression Aristotle said that to construct 
the compound proposition: 

( 10) Aristotle said that the earth is flat. 

These two proposition formers do not have the property 
of truth-functionality. In order to know whether the pro­
position ( 10) is true or false it is not enough that we know 
whether its component, the proposition (9), is true or false. 
We cannot say on just this information that ( 10) is true; 
for there are many true statements which Aristotle omitted 
to make, and also many false ones. Similarly, we cannot 
say that (10) is false, since of the statements made by 
Aristotle some were true and some were false. Again it is 
not the case that in order to decide about the truth or falsity 
of a statement such as (8) we need never know any other 
facts concerning its components than facts concerning 
their truth or falsity; for both components may be true 
and yet our knowing this will not enable us to know 
whether or not (8) is true: for obviously it is possible to 
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know both that Hitler occupied the Rhineland and that 
Mussolini invaded Abyssinia and yet not to know whether 
or not the first-mentioned event preceded the second. It is 
clear then that some proposition formers of propositional 
associated components are not truth-functional. 
. The definition which we have given of the term truth­

functional may be expressed more neatly if we introduce 
the term truth-value. This term is used in the following 
way: to ask what the truth-value is of a certain proposition 
is to ask whether that proposition is true or false; to say 
that a certain proposition has the truth-value, true, is to 
say that that proposition is true; and to say that it has the 
truth-value, false, is to say that it is false. Instead of the 
words true and false the numerals I and O are commonly 
used for the truth-values. Thus to say that a proposition 
has the truth-value 1 is to say that it is true and to say 
that it has the truth-value O is to say that it is false. We 
may now define truth-functionality thus: a proposition 
former is truth-functional if and only if, when a proposition 
is formed by it with certain components, the truth-value 
of that proposition depends, so far as its components are 
concerned, solely on their truth-values. 

Our object in this section has been to give some account 
of the essential character of truth-functional logic. We 
said at the outset that truth-functional logic is concerned 
with truth-functional validity and that an argument is 
truth-functionally valid if, and only if, it exemplifies a 
valid truth-functional form. We are now able to complete 
this account by explaining what we mean in describing a 
form as truth-functional. 

An argument form is truth-functional if and only if 
all the constants in its premises and conclusion are 
truth-functional proposition formers. 

An example of a truth-functional argument form is the 
form F. 

14 
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We have said that an argument is truth-functionally 
valid if and only if it exemplifies a valid truth-functional 
form. It follows of course that if an argument docs not 
exemplify a valid truth-functional form it is not truth­
functionally valid. It may be convenient at times to speak 
of an argument which is not truth-functionally valid as 
being truth-functionally invalid. We must be careful, 
however, if we do so that we are not misled. If an argument 
is truth-functionally valid it is valid. But if an argument is 
truth-functionally invalid in the sense just stated, namely 
that of not being truth-functionally valid, it is not neces­
sarily invalid; for though it is not truth-functionally valid 
it may yet be valid in some other way. For example the 
argument: 

Some footballers are cricketers. 
Therefore, some cricketers are footballers. 

does not exemplify any valid truth-functional form. It is 
therefore not truth-functionally valid and hence, if we 
adopt the usage under discussion, is truth-functionally 
invalid. Despite this it is a valid argument exemplifying 
as it does the valid but not truth-functional form 

Some a are b. 
Therefore, some b are a. 

In practice, however, when we have occasion to consider 
whether an argument is truth-functionally valid, very 
often, though not always, it is obvious that there can be 
no question of any kind of validity other than truth­
functional validity: if in such a case we show that the 
argument is in fact truth-functionally invalid we naturally 
conclude that it is invalid absolutely. 

The term proposition former has been used in this sec­
tion for explanatory purposes. The symbols which we have 
called truth-functional proposition formers are, however, 
better known as truth-functional constants or as trutlz-
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fu11ctio11al operators or as trutlz-f1111ctors. We will hence­
forward refer to them as truth-functors. 

Later on we will use a number of special symbols which 
will be strictly defined and which will be employed ex­
clusively as truth-functors. However, it may be helpful 
at this point to list some expressions of ordinary speech 
which have truth-functional uses. \,Ve have already men­
tioned a11d and 11ot; to these may be added if, or and 
neither •.. nor .... We have given above a fairly careful 
statement of the field of truth-functional logic. If a less 
technical account should be wanted we might say, as a 
rough-and-ready guide but no more, that truth-func­
tional logic studies arguments of which the force depends 
on some or all of the words 11ot, and, or, if and their 
equivalents. Even in this apparently cautious statement, 
however, we are anticipating conclusions reached after dis­
cussion of a controversial question in chapter v, part ii. 

The next chapter falls into two parts. The first part, 
which consists of sections 1 to 4, is devoted to an account 
of truth-functionality which will be rather more com­
prehensive than what has so far been attempted. The 
reader may, however, if he so wishes, proceed now to the 
second part of chapter ii. This is intended to be intelligible 
without the first part. It consists of sections 5 to 7 and 
contains a sufficient explanation of the symbols which 
will be used thereafter as truth-functors. Before proceeding 
to chapter ii, however, we introduce the term propositional 
form. A propositional form is an expression containing 
variables which becomes a proposition when substitutions 
are made for all variables. The premisses and the conclu­
sions of the argument forms A-G arc all propositional 
forms. A propositional form of course has propositions as 
its exemplifications; e.g., the first premiss of the argument 
form F is a propositional form and has as an exemplifica­
tion the first premiss of the argument F1 • 
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Chapter Two 

TRUTH-FUNCTIONS 

Part I 

t. The idea of a truth-function; notation for truth­
functions. In the previous chapter we explained the 
meanings of two important expressions which contain the 
word truth-functional, namely truth-functional constant and 
tmth-fu11ctional arg1tme11t form. On the basis of these ex­
planations and of the definitions which will be given in 
section 5 of a number of truth-functors or truth-functional 
constants it is possible to build a useful knowledge of a 
good part of our subject. However, for a wider understand­
ing it is desirable that we should be on familiar terms not 
just with the adjective trutlz-ftmctional but also with the 
noun truth-f1tnctio11. 

It should be said at the outset that the word tmth­
fu11ction is sometimes used to stand simply for a proposition 
or a propositional form constructed by means of a truth­
functor. This is not the sense which we have in mind here; 
we will refer to such expressions where necessary as truth­
fu11ctio11al propositions or truth-f1mctio11al propositional 
forms. We reserve the word truth-function for a different, 
though to some extent related, idea. In this chapter we 
will explain the idea of a truth-function in this distinct 
sense of the word and will mention some points of interest 
in relation to the truth-functions with which we shall be 
chiefly concerned. 

A truth-function may be regarded aa a set of pairs of 
elements such that (i) the first member of each pair is .i,n 
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ordered set of truth-values and the second is a single truth­
value and (ii) no two distinct pairs have the same first 
member. In each case the first member, i.e. the ordered 
set of truth-values, may be called an argument of the 
function and the second member may be called the value 
of the function for that argument. This is of course a differ­
ent sense of the word argument from the one explained in 
the last chapter but there is not likely to be any danger of 
confusion. The whole class of arguments of a given func­
tion is known as the domain of that function and the class 
of values, i.e. of second members, is known as its range. 

Each truth-function is said to be n-adic, where n is an 
integer greater than 0. An n-adic truth-function is a set 
of 2n pairs of elements, the first member of each pair being 
an ordered set of n truth-values and the second member 
a single truth-value. For example, a 2-adic (dyadic) 
truth-function is a set of 22=4 pairs of elements; one such 
function may be represented as follows: 

1st pair 
2nd pair 
3rd pair 
4th pair 

DOMAIN 
1st member of pair 
(an ordered set of 

2 truth-values) 

{1, 1} 
{I, O} 
{O, I} 
{O, O} 

RANGE 
2nd member of pair 

( a single truth-value) 

0 
1 
1 
0 

All distinct dyadic truth-functions represented in this 
way will have the same four items ({1, 1}, {1, O}, {O, l}, 
{O, O}) in the domain column but will differ from one 
another in their range column. The order of the pairs 
themselves is indifferent since a function is a set of pairs 
not an ordered set of pairs; hence the following table 
represents exactly the same truth-function as that shown 
above; 
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DOMAIN 

{t, O} 
{ l, 1} 
{O, O} 
{O, 1} 

RANGE 

1 
0 
0 
I 

It can be seen that there are as many dyadic truth-func­
tions as there are ways of pairing the two possible second 
members, the truth-values I and 0, with the 22 possible 
first members, the ordered sets {I, 1}, {I, O}, {O, 1} and 
{O, O}; that is to say there are 222

( = 16) 2-adic truth-func­
tions. On the other hand there arc only four 1-adic 
(monadic) truth-functions. Each 1-adic truth-function is 
a set of pairs of elements such that the first member of 
each pair is an ordered set of one truth-value and the 
second member is a truth-value; since the only possible 
first members arc the 21=2 sets each consisting of a single 
truth-value, i.e. the set consisting of the value I and the 
set consisting of the value 0, and the only possible second 
members are the two truth-values 1 and O it can be seen 
that there are 221=4 ways of pairing p~ssible second 
members with possible first members and hence four 
1-adic truth-functions. In general there are 22" n-adic 
truth-functions. 

We must now adopt a notation for representing the 
different truth-functions. We will use the letter T with a 
subscript to represent a truth-function and there will be a 
distinct subscript for each distinct function. We will now 
explain how the subscripts arc formed. Let us deal first with 
the 1-adic functions. Each of these is a set of two pairs. It is 
not, as we have seen, an ordered set of two pairs. Never­
theless, for the purpose of notation it is convenient to 
think of the pairs as occurring in a certain, arbitrarily 
chosen, order and we shall define this order by reference 
to the first members of the pairs. These first members are 
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the sets consisting of 1 and O respectively and we shall 
regard them as having the order: {1}, {O}. That is to say 
in each function the pair with first member {l} will be 
regarded, for the purpose of notation, as preceding the 
pair with first member {0}. With this convention the dif­
ferent functions may be distinguished simply by reference 
to the second members of the pairs; and we shall use as 
subscript a row of two figures enclosed in brackets, the 
first figure representing the truth-value which is the 
second member of the first pair belonging to the function 
and the second figure representing the truth value which 
is the second member of the second pair belonging to the 
function. To put this otherwise, if x and y are truth-values, 
not necessarily distinct, T (zv> will be the function which 
consists of the pairs : 

and 
{1} X 

{o} y. 

Thus the monadic truth-functions arc: 

Te1 I>, consisting of the pairs {1} 1 and {O} 1, 
Te1 O), consisting of the pairs {I} 1 and {o} 0, 
Teo 1), consisting of the pairs {I} 0 and {O} 1, 

and Teo O), consisting of the pairs {I} 0 and {O} 0. 

To represent dyadic truth-functions we again fix a 
standard order of first members. This will be {1, 1}, 
{1, o}, {O, 1}, {O, O}. We use as subscript to T for each 
function a row of four figures in brackets which represent 
in order from left to right the second members of the four 
pairs in which the function consists. Thus where w, x, 
y, z are truth-values the symbol denoting a dyadic truth­
function will be of the form: Tewzv z). For particular cases 
of w, x, y, z this will represent the truth-function which 
consists of the pairs: 
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l
l, 1} 
1, O} 
0, 1} 
0, O} 

w, 
x, 
y, 
z. 

For example T(lOOl) is the function which consists of the 
pairs: 

{I, 1} 
{I, 0} 
{0, I} 
{O, O} 

l 
0 
0 
1 

The following then is a complete list of the sixteen 
dyadic truth-functions: 

T (1111>, T 0110>, T <1101>, T <1100>, T <1011>, T <1010>, T (1001>, 
T 0000>, T <oooo>, T <0001>, T <0010>, T (0011), T (0100>, T co101>, 
T (0110), T (Olli)• 

We now have a notation for all monadic and dyadic 
truth-functions. We shall not in this book have any 
occasion to refer to n-adic functions where n>2. 

Value of a function 
In any function the truth-value which is paired with a 

particular element e of the domain is said to be the value 
of the function for e and is denoted by writing e imme­
diately after the function sign. Thus Tcot) {I} is the value 
for {I} of the function T(Oll and it is identical with 0 
since O is the value which is paired with {I} in this 
function. Again Tc1ou){O,l} is the value for {0,1} of the 
function Teton) and is identical with 1 since 1 is the value 
which is paired with {0,1} in this function. 

2, Truth-functors and truth-functions. We now re­
sume our discussion of truth-functional constants or truth­
functors. A truth-functor is a symbol which is used to 
form a compound proposition out of one or more propo-
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sitions. A truth-functor is 11-adic, i.e. 1-adic, 2-adic and so 
on. A 1-adic truth-functor forms a new proposition out of 
a single proposition. A 2-adic truth-functor forms a new 
proposition out of two propositions or out of one proposi­
tion used twice; and so on. We will here use as our basic 
truth-functors the symbols which we have been using as 
subscripts in our notation for functions. Thus as monadic 
truth-functors we will use the symbols: 

(11), (10), (01) and (00); 

and as dyadic truth-functors we will use: 

(1111), (1110), (1101), (1100), (1011), (1010), (1001), 
(1000), (0000), (0001), (0010), (0011), (0100), (0101), 
(0110), and (0111). 

A new proposition is formed when a monadic truth­
functor is written in front of a single proposition, when a 
dyadic truth-functor is written in front of two proposi­
tions and so on. Thus if P and q are propositions then the 
following, for example, are also propositions: (ll)q, 
(0l)p, (J 1 l0)pq, (001 l)qp, (1001)(1 l)q(0l)p. 

We must now define the truth-functors. We do this 
by explaining the meanings of the propositions which 
they form. With each truth-functor there is associated a 
single truth-funct~on, namely the truth-function which, in 
the notation expl_amed, h~s that t~uth-functor as subscript. 
For exampl~, with _(00) 1s associated the function T(OO), 
with (1110) 1s associated the function Tuuo)- Each truth­
functor may be defined by reference to its associated 
truth-function; the distinct definitions may all be covered 
by a number of comprehensive formulae, one for monadic 
truth-functors, one for dyadic truth-functors and so on. 

Comprehensive definition for monadic truth-functors 
If F1 is a monadic truth-functor and p is a proposition 

and v11 is the truth-value of p, then the proposition: F1p 
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is equivalent to the assertion that the truth-value Vp of p 
is such that the value for {vp} of the function TF1 is 1, 
i.e. that TF

1
{vp}= 1. For example, if F1 is the functor (OJ) 

and p is the proposition: Plato fvrote the Republic we see 
from the above definition that the meaning of the proposi­
tion: 

(1) (01) Plato wrote the Republic 

is that the truth-value vp of the proposition Plato wrote 
the Republic is such that T(ol){vp}=l. Since T(o1>{vp}=l 
if and only if Vp=0 the proposition (1) means that the 
proposition: Plato wrote the Republic has the truth-value 0, 
i.e. is false. ( 1) then means that the proposition: Plato 
wrote the Republic is false. However, Plato wrote the 
Republic is in fact a true proposition; hence ( 1) is, as it 
happens, itself false. 

Comprehensive definition for dyadic trutlz-fu11ctors 
If F2 is a dyadic truth-functor, p and q are propositions 

and Vp and Vq are the truth-values of p and q respectively 
then the proposition: F2pq is equivalent to the assertion 
that Vp and Vq are such that the value for {vp, vq} of the 
function TF2 is I, i.e. that TFa{vp, vq}=I. Consider, 
for example, the case in which F2 is the functor (11 JO), 
p is the proposition : Plato wrote tlze Republic and q is the 
proposition: Aristotle wrote the Republic; m accordance 
with our definition the proposition: 

p q 
(2) ( 1110) Plato wrote the Republic Aristotle wrote 

the Republic 

is equivalent to the assertion that the truth-values Vp 
and Vq of p and q are such that the value for {vp, vg} of 
T (UlOJ is I. Consider now the following tabular repre­
sentation of T(mO)· 
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T(lllO) 

{1, 1} 1 
{1,0} 1 
{O, I} I 
{O, O} 0 

We see that Tcwo) has the value 1 for {1, 1}, {1, O} and 
{O, 1} but not for {O, O}. The proposition (2) thus is 
equivalent to the assertion that one of the following three 
cases holds : 

Vp=l, Vq=l 
Vp=l, Vq=O 
Vp=O, Vq=l; 

in other words that at least one of the two propositions 
p and q is true. Since p is in fact true (2) is, as it happens, 
a true proposition. 

Comprehensive definitions of n-adic truth-functors for 
cases of n greater than 2 can be formulated leading to a 
completely general statement which will apply for any 
value of n. A fully general account of truth-functions is, 
however, beyond the scope of the present text. 

3. Individual monadic and dyadic truth-functions. 
We will now make some remarks about the different 
monadic and dyadic truth-functors and their associated 
functions. We begin with the monadic functors: (J J), 
(JO), (OJ), and (00). The proposition (J J)p is equivalent 
to the assertion that Tcll){vp}= 1. But Tcll){l}= 1 and 
also TcuJ{O}= I; hence (J J)p is true whether p is true or 
false; thus the assertion (JJ)p tells us nothing about the 
value of p. Similarly we learn nothing about the value 
of p from the proposition (OO)p. (OO)p is equivalent to the 
assertion that Tcoo>{vp}= I. But there is no value of p such 
that Tcoo>{vp}= 1; hence (OO)p is false whatever the value 
of p; it gives no information about p. The functions Ten) 
and Tcoo) may be called constant functions since the value 
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of each of them is constant for all clements in its domain. 
T (ll) is a constant true function and T (00) is a constant 
false function. Tht.. former function is sometimes known 
as Verum and the latter as Fa/sum. 

The proposition (JO)p is equivalent to the assertion 
that Tc1o>{vp}= I. Since this is the case if and only if 
Vp= 1, i.e. p is true, it follows that (JO)p makes in effect 
the same assertion asp. Tuo> may be known as an identity 
function. It is sometimes called by the name Assertion. 

We now come to the functor (OJ). (Oi)p is equivalent to 
the assertion that Tcoi>{vp}= I. This is the case if and 
only if Vp=O, i.e. pis false. Hence (Ol)p is in effect equiva­
lent to the assertion that the proposition p is false. It is 
clear, I think, that (OJ) is the most important and interest­
ing of the monadic truth-functors; (JJ)p and (OO)p say 
nothing; (JO) is in a sense redundant since (JO)p says the 
same asp. But (OJ)p is a definition assertion, distinct from 
P, and equivalent to the assertion that p is false. The 
function Tco1) is known as Negation; the value for {vp} of 
Tco1) may be said to be the negation of Vp, i.e. Tcoi>{vp} is 
the negation of Vp: thus O is the negation of 1 and 1 is the 
negation of O; the proposition (Ol)p is also said to be the 
negation of the proposition p. 

We come now to the dyadic truth-functors. For con­
venience of reference we set these out in eight columns, 
numbered 1 to 8, and two rows, lettered U and L. 

1 2 3 4 5 6 7 8 
U (1111) (1110) (1101) (1100) (1011) (1010) (1001) (1000) 
L (0000) (0001) (0010) (0011) (0100) (0101) (0110) (0111) 

We may consider first the functors in the upper row. We 
see at once that 1, 4 and 6 are of little interest. T (1111) is 
the constant true dyadic function and (J 11 l)pq gives no 
information about p or q. T(uOO) and Tc1010) are identity 
functions of a kind. If vi and v2 arc truth-values it can be 
seen that Tcuoo>{v1, v2} is always identical with v1 and 
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that T(lo1o>{v1, v2} is always identical with v2; hence 
(I J00)pq makes the same assertion as p and (J0J0)pq 
makes the same assertion as q. Tcuoo) and Tuo10) might 
be known respectively as a first-element identity function 
and a second-clement identity function. The counterparts 
in the lower row of these three functors are similarly 
comparatively unimportant. Tcoooo) is the constant false 
dyadic function. Tcoon) and Tco101) are negations of a 
kind; (00JJ)pq makes the same assertion as (0J)p and 
(0J0J)pq makes the same assertion as (0l)q. 

The remaining ten dyadic functors are those which will 
concern us most. We shall discuss first those in the upper 
row. If p and q are propositions and Vp and Vq are the 
truth values of p and q respectively, then the proposition 
(I llO)pq is equivalent to the assertion that Tcmo>{vp, vq} 
=1. The table for Tcmo>, i.e. 

ll, I} 
1, O} 
0, I} 

{o, o} 

I 
I 
1 
0 

shows that Tcmo>{vp, Vq}=l for three cases only of 
{vp, vq} namely {1, 1}, {1, O} and {O, 1}. Thus (lllO)pq 
is equivalent to the assertion that one of these three cases 
obtains, i.e. in effect that at least one of the propositions 
p, q is true. The functor (1110) corresponds to the word 
or or the expression either ... or in one common sense. 
The function Tcmo) is known as Disjunction or Alterna­
tion; the proposition (J JJ0)pq is known as the disjunction 
of p and q and we may also say that Tcmo>{vq, vp} is the 
disjunction of Vp and Vq, 

We consider next number 5 in the upper row. The 
proposition (JOll)pq is equivalent to the assertion that 
Tc1011J{vp, vq}=l. Since this is true for three cases only 
of {vp, v11} namely {I, 1}, {o, I}, {O, O}, (JOll)pq is 
equivalent to the assertion that one of these three cases 
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holds; in other words it excludes the possibility that p is 
true and q is false but leaves open all other possibilities. 
Tuou) is known as Implication or Material Implication. 
The proposition (J0JJ)pq is referred to as the material 
implication by p of q. 

The functor (J JOI) can be seen to stand in a special 
relation to (1011). (J0JJ)pq excludes the possibility that 
p is true and q is false and leaves open all other possibili­
ties; (JJ0J)pq on the other hand excludes the possibility 
that q is true and p is false and leaves open all other possi­
bilities. (J J0J)pq makes the same assertion as (J0JJ)qp; it 
may be called the material implication by q of p or the 
converse of the implication by p of q. The function T(llOl) 
may be called Converse Implication or Converse Material 
Implication. 

(J00J)pq is equivalent to the assertion that Tc1001) 
{vp, vq}= I. This is possible if but only if Vp and v q are 
both 1 or both O; hence (J00l)pq is in effect equivalent to 
the assertion that either p and q are both true or they are 
both false; the possibility that one is true and the other 
false is excluded. The function Tc1ooi) is known as Equi­
valence or Material Equivalence. (J00J)pq may be called 
the equivalence of p and q or may be said to assert the 
equivalence of p and q. 

(J000)pq is equivalent to the assertion that T(loOO) 
{vp, vq}= I. From the table for Tc1000) it can be seen that 
this is possible solely when Vp and Vq are both 1, i.e. 
when p and q are both true. ( I 0OO)pq has the same meaning 
as p and q or Both p and q in the normal sense of and. 
(J000)pq is said to be the conjunction of p and q or to 
assert the conjunction of p and q, and the function Tc1000) 
is called Conjunction. 

The lower line functors may be dealt with more quickly. 
All lower line functors stand in the same relation to their 
counterparts on the upper line: where an upper line 
functor has J, the lower line one has O and where the 
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upper line functor has 0, the lower line functor has J. 
This means that if U is an upper line functor and L the 
corresponding lower line one the truth-value of Lpq is 
always the negation of the value of Upq and conversely. For 
example, the truth-value of (OOOJ)pq is always the negation 
of the truth-value of (JJJO)pq; hence (OOOJ)pq makes the 
same assertion as (01)(1 JJO)pq. In general Lpq makes 
the same assertion as (OJ)Upq; and it is usual to regard the 
upper line functors as fundamental and to think of the 
lower line ones as defined by means of them. However, 
some of the lower line functors have a special interest of 
their own. For example, (OOOJ)pq corresponds to Neither 
p nor q and (OJ JO)pq corresponds to Either p or q in the 
so-called exclusive sense of or: it is true provided that 
p and q are neither both true nor both false. 

We mentioned above that lower line functors may be 
defined by means of the functor (OJ) and the upper line 
functors. This, of course, is very far from exhausting the 
possibilities of interdefinability among truth-functors. 
Indeed it was shown by H. M. Sheffer that all possible 
truth-functors may be defined by means of the sole func­
tor ( 0111) which he symbolized by means of a vertical 
stroke-p I q corresponding to (01 ll)pq in the notation 
which we have been using. It has also been shown that all 
truth-functors may be defined by means of the neither-nor 
functor (0001). For a proof of this the reader is referred 
to W. V. Quine's Mathematical Logic, chapter i, sections 
8 and 9. 

We will return to the topic of interdefinability in the 
next chapter where certain important equivalences will be 
established. 

4. Notations. Various different notations are in use 
for truth-functors. Some of these are shown in the follow­
ing table in which the notation we have been using in this 
chapter is referred to as the '0-1 notation'. 
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TRUTH- CORRESPONDING TRUTH-
FUNC- FUNCTORS 
TIONS (showu with propositions p, q as associated 

components) 

0-1 Hilbert- Peano- l.ukasie-
notation Ackermann Russell WlCZ 

notation notation notation 

T(Ol) (0l)p p ~P Np 
T(lllO) (lll0)pq pvq pvq Apq 

Tnou> (101 l)pq p-+q p-::::iq Cpq 
T(lOOl) (J00l)pq p~q P=q Epq 
T(lOOO) (J000)pq p&q p.q Kpq 

In the remainder of the book we shall be using exclu­
sively the Peano-Russell notation and in the second part 
of this chapter an independent account will be given of 
the meaning and use of the symbols concerned. In the 
meantime one or two remarks of some general interest 
may be made. 

In the first place we may notice one important difference 
between the 0-1 notation and the 1.ukasiewicz notation on 
the one hand and the Hilbert-Ackermann and Peano­
Russell notations on the other hand. This difference is in 
respect of the dyadic functors: in the 0-1 and l.ukasiewicz 
notations a dyadic functor is written in front of (i.e. to 
the left of) the associated components, whereas in the 
other two notations it is written between them. An effect 
of this is that in these two latter notations bracketing or 
some other device or convention is needed to prevent the 
ambiguity which would otherwise characterize many 
formulae. This point will be dealt with more fully in 
respect of the Peano-Russell notation in the next chapter. 

In the second place it will be observed that in our table 
of notations we have given the corresponding symbols for 
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only four of the five main dyadic functors in the 0-1 nota­
tion which were shown on the upper line. The upper line 
functor omitted is (J 101). The other three notations do 
not in fact normally use any special symbol for this; for, 
since (JJ0J)pq is equivalent to (J0JJ)qp, it may be ex­
pressed in these other notations by q-+p, q~ p and Cqp 
respectively. However, the Lukasiewicz notation does 
in fact have a special letter for this purpose, namely B, 
and in the Hilbert-Ackermann and Peano-Russell nota­
tions the reversals of -+ and ~ may appropriately be 
used if we wish. Thus we may extend our table by the 
following line for the sake of a certain completeness : 

T(llol) (JJ0J)pq p+-q pcq Bpq 

With regard to the lower line functors, formulae formed 
by these are usually represented by negations of formulae 
formed by the corresponding upper line functors; for 
example (000l)pq is expressed in the other notations as 
pvq, ~[pvq] and NApq_ respectively. However, special 
devices may be used: in the Peano-Russell notation an 
appropriate one is to form a lower line functor by drawing 
a vertical line through the corresponding upper line 
functor. We should thus have the following equivalences: 

Ptq 
p~q 
p¢q 
p$q 
Plq 

= (000J)pq 
= (0J00)pq 
= (00l0)pq 
= (0JJ0)pq 
= (0lll)pq 

This has a rather pleasing side-effect: T (Olll) is 
Sheffer's function; when we express the corresponding 
functor in the Peano-Russell notation in the way described 
we draw a vertical line through the dot in p. q; the line, 
as shown above, absorbs the dot, leaving us with the 
symbol well known as Shejfer's strol,e. 

30 



Truth-Functions 

Part II 
s. Elementary truth-tables. In the previous part of 

this chapter an account was given of the idea of a truth­
function and it was shown how any truth-functor may be 
defined by reference to an associated truth-function. It is 
more usual, however, to define truth-functors in a more 
direct way by means of what are called truth-tables. A 
truth-table is a table showing the truth-value of a propo­
sition formed by means of one or more truth-functors for 
each possible set of values that can be assigned to the 
truth-functional components. Thus the simplest truth­
table, one in which the proposition concerned contains 
only a single truth-functor, serves to define that functor in 
the sense that it displays the conditions under which a 
proposition formed by means of the functor is true and 
those under which it is false. A truth-table of this kind 
will be known as an elementary truth-table. 

The principal truth-functors in the notation to be used 
in the remainder of this book are the following: 

~ , v, ::> , = , and . 

~ is a monadic functor and the others are dyadic. Thus 
if p and q are propositions, ~ p and ~ q are propositions 
formed by the functor ~ , each of them having a single 
component, p in the one case and q in the other; pvq, 
p::::, q, P= q and p. q are propositions formed by the 
dyadic functors, each of them having the two components, 
P and q. The truth functor ~ may be defined by the 
following elementary truth-table which shows the truth­
value of the proposition ~ p for each possible value of the 
component p: 

p 

1 
0 
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The two possible truth values, 1 and 0, which the com­
ponent p may have are shown in the left-hand column. 
The right-hand column gives the corresponding value of 
~ p in each case. Thus the table shows that ~ p is a 
proposition which is false if p is true and true if p is false. 

Each dyadic truth-functor is defined by a table which 
shows for each possible set of truth-values of two propo­
sitions p and q the truth-value of the proposition formed 
by the truth-functor in question with p and q as com­
ponents. The truth-tables for the dyadic functors are now 
given. 

TRUTH-TABLE TRUTH-TABLE 
FOR V FOR. 

p q pvq p q p.q 
------ ------
1 1 1 1 1 1 
1 0 1 1 0 0 
0 1 1 0 1 0 
0 0 0 0 0 0 

TRUTH-TABLE TRUTH-TABLE 
FOR::::, FOR= 

p q p:::>q p q P=q 
------ ------
I I I 1 1 1 
I 0 0 I 0 0 
0 1 1 0 I 0 
0 0 I 0 0 I 

The information provided by the elementary truth­
tables is sometimes given in alternative ways, for example 
by means of matrices or by means of truth equations. 
Truth equations will be set out and used in chapter iii. 

6. Relations of truth-functors to expressions of 
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ordinary discourse. An expression of ordinary discourse 
is liable to vary to some extent from one type of context 
to another in respect of the way in which it is used and 
of the significance to be attached to it. The truth-functors: 

~ , v, ::> , = , and . , 

on the other hand are artificial symbols, exactly defined 
by means of the truth-tables and not admitting of varia­
tion in significance. In view of this, exact equivalences in 
all respects between truth-functors and expressions of 
ordinary language are perhaps not to be looked for. 
Nevertheless, the truth-functors we are dealing with do 
correspond in important ways to certain expressions of 
ordinary discourse in the sense that these expressions can 
be used truth-functionally though the truth-functional 
use may not be the only one. Subject to these general 
qualifications we may set out the following correspon­
dences: 

~ p corresponds to It is 11ot the case that p 
(which may be shortened to 
11ot-p), 

pvq corresponds to p or q 
(in the inclusive sense of orl ), 

p.q corresponds to p and q, 
p=> q corresponds to If p then q, 
P= q corresponds to If, and only if, p then q. 

Most people will probably accept readily enough the first 
three correspondences to the extent at any rate of allowing 
that not, or and and can be used in the senses indicated 
although and and or at least may also be used in senses 
which are not purely truth-functional. Thus ~ p cor-

1 The distinction between the exclusive and inclusive senses of 
or is that if p and <J are both true p or q must be false if or is used 
in the exclusive sense but may (and, if purely truth-functional, 
must) be true if or is used in the inclusive sense. 

33 



Truth-Functions 

responds to It is not the case that p which we may abbreviate 
to not-p; for It i.s not the case that p is a statement which is 
false if p is true and true if p is false. If the proposition 
There will be rain tomorrow is true then It is not the case that 
there will be rain tomorrow is false, while if the former 
proposition is false the latter is true. 

pvq corresponds to p or q or to either p or q in the 
inclusive senses of or and either ... or .... For example 
the proposition: 

(1) Either Smith is a member or he is the son of a 
member 

would normally be regarded as true if either or both of 
the component propositions are true but as false if both of 
them are false. Either ... or here corresponds exactly to v. 
The proposition : 

(2) Smith is a member v he is the son of a member 

appears to have exactly· the same sense as ( 1): the truth 
table for v shows that (2) also is true if either or both of 
the component propositions are true but false if both are 
false. 

p. q corresponds top and q or Both p and q. For example 
the proposition : 

(3) Smith is a member and he is the son of a member 

is true if both component propositions are true but is 
false if either of them is false. As can be seen from the 
truth-table for . exactly the same holds for the following 
proposition formed by means of . with the same com­
ponents: 

(4) Smith is a member . he is the son of a member. 

The correspondence indicated between ::::, and if and 
to some extent the associated one between = and if and 
only if are likely to be regarded with more suspicion. Some 
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would say that if does not have a truth-functional use at 
all, certainly not one corresponding to the truth-table for 
::, . This view is important but cannot be dealt with briefly; 
we must leave consideration of it to a later chapter1 where 
it will be discussed in the context of a broad consideration 
of the question of the applicability of truth-functional 
logic to arguments of ordinary discourse. In the meantime 
in order that, without question-begging, we may be able 
to illustrate our discussions by reference to ordinary dis­
course we will adopt a convention which may make things 
easier for those who feel unable to accept the equivalence 
of ::, and if. When a proposition of ordinary discourse 
which we are using as an example is of the form If p then q 
it should be understood as being used in exactly the same 
sense as not [p and not q] and anyone who so wishes may 
mentally substitute the latter proposition for the former. 
If the truth-functional uses of and and not are accepted, 
we can see that this latter proposition has exactly the same 
meaning as p::, q. 

We may also adopt the convention that in our examples 
not, and and or will bear exactly the truth-table meanings 
of ~, . and v respectively. 

7. Bracketing. A truth-functionally compound propo­
sition, that is one formed by a truth-functor with one or 
more associated components, may have for components 
propositions which are themselves truth-functionally 
compound. Thus for example if p, q, rand s are truth­
functionally simple propositions we may use . to form 
the compound proposition r .s, and ~ to form the com­
pound proposition ~ p. We may then use . again or some 
other dyadic functor to form a proposition which has as 
its components the two compound propositions already 
created; or again which has one of these for one component 
and a simple proposition for the other. Now if we con-

1 Chapter v, part ii. 
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struct propositions in the way described it will be found 
that some of them will be characterized by ambiguity unless 
we adopt some special device or convention to prevent this. 
For example the formula: 

p.qvr, 

in the absence of any special convention would be am­
biguous: it would be impossible to say whether it should 
be understood as symbolizing the proposition formed by 
means of . from the propositions p and qvr or as the pro­
position formed by v from the propositions p. q and r; 
these two propositions are of course different as is suf­
ficiently shown by the fact that if p and q were both false 
but r were true the first-mentioned proposition would be 
false but the other one would be true. In this book our 
fundamental method will be to use brackets. The way in 
which these are used is likely to be in general obvious to 
anyone who is still reading this book. Thus we distinguish 
between the two compound propositions mentioned above 
in the following way. The first is: 

p.[qvr] 
and the second is: 

[p.q]vr. 

We shall adopt however three special conventions con­
cerning the functors ~, . and v respectively. The com­
ponent of the proposition formed by means of ~ at any 
occurrence will be understood to be the shortest complete 
propositional expression which follows that occurrence 
of~. Thus: 

~pvq 

is to be understood as the proposition formed by v from 
~ p and q rather than as the proposition formed by ~ 
from pvq. This latter proposition is denoted by: 

~[pvq]. 
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If we did not have this convention we should ha,·e to 
express the first proposition thus: 

[ ~p]vq. 

The convention enables us to dispense with this pair of 
brackets. 

Our convention regarding . is based on the fact that 
a proposition formed by. fromp and [q.r], i.e. the pro­
position p. [q. r] has in all possible cases the same truth­
value as the proposition formed by . from [p.q] and r, 
i.e. as the proposition [p. q] . r. Each proposition is true 
when p, q and r are all true and false in all other cases. 
Accordingly we adopt the convention that in either case 
we may omit the brackets and use the form: 

p.q.r 

which may be regarded as representing either proposition 
indifferent! y. 

Our convention regarding v is exactly parallel. pv[qvr] 
has in all possible cases the same truth-value as [pvq]vr. 
Each is false if p, q and r are all false but true in all other 
possible cases. Accordingly brackets may be omitted and 
we may use: 

pvqvr 

to represent either proposition indifferently. 
Other conventions which make possible a more exten­

sive omission of brackets are frequently adopted but will 
not be used in this book. There are many different sys­
tems in use but normally each treatise or textbook 
specifies its own conventions clearly and there does not 
seem to be any need to describe any of them here. We 
ought perhaps, however, to mention at this point one 
convention which has not to do with the omission of 
brackets but is in quite common use. This is that the con­
junction of two propositions is expressed not by a dot 
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but simply by juxtaposition: thus pq is used in place of 
our p.q. 
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Chapter Three 

THE TRUTH-TABLE METHOD 

1. Introduction. In this and the next two chapters we 
will consider some methods which may be used to test 
whether an argument or argument form is truth-func­
tionally valid or invalid. Three methods will be dealt with: 

the truth-table method, 
the deductive method 

and the normal form method. 

It will be shown that essentially the same methods may 
be used for another purpose also: namely to test whether 
or not a proposition or a propositional form is or is not 
logically true.1 Our own interest, however, will be primarily 
in validity and invalidity. The present chapter will explain 
the truth-table method. 

2. The use of truth-tables to discover the truth­
value of a proposition. We will begin by defining some 
expressions which will be useful to us from time to time. 
A proposition or propositional form Q may be said to be 
trutlz-fzmctional witlz respect to a set S of component pro­
positions or propositional forms Pi, P2, ... , Pn if and only 
if either (i) the set S contains a single member only which 
is identical with Q, or (ii) Q can be built up by a step-by­
step process in which one starts with the members of S 
and at each step constructs a new propositional clement 
(proposition or propositional form) by means of a truth-

1 The deductive method, as described in this book, is used only 
to establish validity or logical truth, not invalidity or logical falsity. 
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functor and one or more propositional elements already 
available, it being permissible to use any one clement any 
number of times. For example, the propositional form (A) 
[p:::> q] :::> [[q:::> r] :::> [p:::> r]] is truth-functional (as indeed is 
every proposition or propositional form, in accordance 
with (i) of the above definition) with respect to itself; it is 
also truth-functional with respect to components p:::> q, 
[[q::::> r] :::> [p:::> r ]] ; thirdly it is truth-functional with respect 
to components p::::>q, q::::>r, p::::>r; fourthly it is truth­
functional with respect to components p, q, r; and it is 
truth-functional with respect to certain other sets of 
components also. 

A proposition or propositional form is truth-function­
ally compound if it is formed by means of a truth-functor 
with the appropriate number of associated components; 
otherwise it is truth-functionally atomic. For example, the 
propositions : (a) Smith was condemned and (b) Robinson 
said that ~ [Smith was guilty] are truth-functionally 
atomic but . 

(c) Smith was condemned. Robinson said that ~ 
[Smith was guilty] 

is truth-functionally compound. In the case of proposi­
tional forms propositional variables are to be regarded as 
truth-functionally atomic. 

We will now explain how truth-tables or equivalent 
definitions of the truth-functors may be used to determine 
the truth-value of a proposition which is truth-functional 
with respect to a certain set of components in a case where 
the truth-value of each of these components is known. The 
method has a number of possible variants. In the one 
which we shall describe it is possible to refer directly to 
the elementary truth-tables set out in section 5 of chap­
ter ii, but it is more convenient perhaps to use certain 
truth-equations which can be constructed by reference to 
the truth-tables and give equivalent information. The 
truth-equations for the principal truth-functors are these: 
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~1=0 lvl=l 1.1=1 1::,1=1 1=1=1 
lv0=l 1.0=0 1::, 0=0 1= 0=0 

~0=1 0vl=1 0.1=0 o::, 1=1 0::: 1=0 
0v0=0 0.0=0 o::, 0= 1 0:::0=1 

There is a set of equations for each truth-functor, a set 
of two equations for ~ and a set of four equations for 
each of the dyadic functors. The equations for ~ show 
the truth-value of a proposition formed by ~ for each 
of the two possible truth-values which the sole component 
for ~ might have. The equations for each dyadic functor f 
show the truth-value of a proposition formed by f for 
each possible set of values which the two components 
for f might have. I think that this is done in a sufficiently 
perspicuous way. We may proceed therefore to describe 
our procedure for arriving at the truth-value of a proposi­
tion. In our explanation we will make use of some examples 
and for the purpose of these examples we will use certain 
letters to stand for certain propositions as follows: 
H=Plato was a Greek, J=Soplzocles wrote tlze Oedipus 
Tyrannus, K= The Aeneid is longer tlza11 tlze Iliad, 
L=Lucretius lived during tlze reign of Nero. Both H and J 
are true propositions; whereas K and L are false. 

Suppose now that we wish to find the truth-value of 
the compound proposition: 

(1) H.[Kv~L]. 

(1) is truth-functional in respect of the components H, 
K and L the truth-values of all of which are known. We 
first of all write down the proposition at the top of a table 
and to the left we write the components; under each 
component we put its truth-value; thus we obtain the 
table: 

K L H.[Kv~L] 

1 0 0 
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We are now ready to work out the truth-value of (1). In 
the bottom right-hand corner of the table we copy dowr 
the formula from the upper line but replace the proposi­
tional letters by the appropriate truth-value figures as 
shown in the left-hand column. This gives us: 

H K L H.[Kv~LJ 

1 0 0 1.[0v ~ OJ 

We now follow a step-by-step reductive procedure. At 
each step for one or more parts of the formula last arrived 
at we substitute its equivalent or their equivalents as 
shown in the truth-equations. Thus we start with the 
formula J.[Ov~OJ. No equation has this whole formula 
on its left-hand side: accordingly we cannot find a single 
value for it in one step. The parts of the whole formula 
are 1 and Ov~ 0. There is no equation with Ov~ 0 on its 
left-hand side. However, part of this latter formula, 
namely ~ 0, is the left-hand side of an equation; accord­
ingly our first step will be to write down the original 
formula with the right-hand side of that equation substi­
tuted for ~ 0 and to show the formula so formed as 
equated to the original one. Thus we have: 

1.[0v~ OJ= 1.[0vlJ. 

This completes the first step. Now the part Ovl of our 
new formula is the left-hand side of a truth equation; 
replacing it by the right-hand side we obtain 1.1. We 
equate this formula to the one last obtained and now have: 

1.[Ov~ OJ= 1. [Ovl]= 1.1. 

This completes the second step. The truth-equation 
1. 1 = 1 now enables us to complete the procedure; we 
end with: 

l .[Ov~O]=l .[Ovl]=l .1=1. 

The truth-value of the original proposition ( 1) is now 
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given at the extreme right-hand side. The justification of 
this procedure is not difficult. It might be put thus. 

In the first step ,ve show that the truth-value of the 
proposition (I) H.[Kv~L] is identical with the truth­
value of a proposition H. [KvPi] where Pi is a proposition 
with truth-value J. In the second step we show that the 
truth-value of H. [Kvp1] is identical with the truth-value 
of H .p2 where P2 has the truth-value I. In the third step 
we show that the truth-value of H.p2 is identical with the 
truth-value of a proposition Pa where Pa has the value I. 
Finally we conclude that the truth-value of (I) is identical 
with the truth-value of Pa and so is I. 

We now show the table which results when we apply 
this method to another proposition: 

(2) ~ [H=> [[ ~ KvJ] = ~HJ]. 

H J K ~[H=>[[~KvJ]=~H]] 

I O ~[I=>[[~Ovl]a~l]]=~[l=>[[lvl]aO]] 
=~ [1 => [1 =OJ]=~ [1 => OJ=~ 0=1. 

It will be noted that in this example it is possible to 
make two replacements at the first step: J for ~ O and 
0 for ~ J. Again, as of course always in this method, the 
truth-value of the proposition appears at the extreme right­
hand side. 

We are now in a position to explain the truth-table 
method of determining validity or invalidity. We shall 
explain in fact two variants of the method, to be called 
respectively the Direct Truth-table Method and the 
Indirect Truth-table Method. 

3. Determining the validity or invalidity of an 
argument form by truth-tables: the direct method. 
A truth-functional argument form is valid if and only if 
no possible exemplification has all its premisses true but 
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its conclusion false; otherwise it is invalid. An exemplifica­
tion of an argument form is the same as the form except 
that each distinct variable in the form is, in the exemplifi­
cation, replaced consistently by the same proposition. For 
any given argument form there is of course no limit to 
the number of exemplifications. However, each exemplifi­
cation is constructed by replacing each variable in the 
form by a proposition and every proposition is true or false. 
Hence it can be seen that the number of ways in which an 
exemplification of a form can be constructed is limited in 
relation to the possible truth-values of the replacements 
for variables. Thus if a form F contains a single variable 
(which may, of course, occur several times) there are two 
ways in which an exemplification may be constructed: 
according as the single variable is replaced by a true pro­
position or by a false one. If F contains two distinct 
variables a. and fJ (with any number of occurrences) there 
are 22=4 different ways in which an exemplification of F 
may be constructed: (i) a. and fJ may both be replaced by 
true propositions; (ii) a may be replaced by a true pro­
position and fJ by a false one; (iii) a. may be replaced by 
a false proposition and fJ by a true one; and (iv) a. and f3 
may both be replaced by false propositions. Each such 
way of constructing an exemplification of F corresponds to 
a way of distributing truth-values over the variables ( or 
atomic components) of F. It can be seen that in general 
if there are 11 distinct variables of a form F there are 2n such 
distributions of truth-values and so 2n ways in which an 
exemplification of F may be constructed. Now, since each 
way W of constructing an exemplification of F corresponds 
to a distribution of truth-values over the variables of F we 
can always discover the truth-values of premisses and con­
clusion of an exemplification constructed in the way W. 
If then we work out these truth-values for each possihle W 
we shall be able to discover whether or not F is a valid 
form. For if there is no way of constructing an exemplifi-
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cation of F in which all the premisses are true and the 
conclusion false then F is a valid argument form; but 
otherwise it is invalid. 

We may illustrate this by some examples. Consider first 
the argument form: 

(A) P-:::J ~q; therefore q-:::J ~P· 

This form contains two distinct variables p and q. There 
are thus 22=4 different ways in which an exemplification 
of A may be constructed, according as p is replaced by a 
true proposition or by a false one and as q is replaced by 
a true proposition or a false one. \Ve may exhibit these four 
possible ways of constructing an exemplification of A in 
the following manner. We begin by constructing the table 
shown below. In the middle column the premiss of A is 
written and in the right-hand column its conclusion. At 
the head of the left-hand column are shown the two vari­
ables, p and q, which occur in A and underneath these 
the four different distributions of truth-values which are 
possible when p and q are replaced by propositions. 

PREMISS CONCLUSION 

p q P-:::J~q q-:::J~P 

1 1 
1 0 
0 1 
0 0 

Each line of the body of tbis table is now used to work out 
the truth-values which any exemplification of premiss and 
conclusion must have that is constructed in accordance 
with the distribution of truth-values shown in the left­
hand column for that line. Thus on the top line we work 
out the truth-values of premiss and conclusion respec­
tively for any exemplification which is constructed by 
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replacing p by a true proposition and q by a true proposi­
tion; on the second line we do the same thing for any 
exemplification which is constructed by replacing p by a 
true proposition and q by a false one; and so on. The 
working out of truth-values may be done in the way 
explained in the previous section. We show the completed 
table. 

PREMISS CONCLUSION 

p q P::J~q q::J ~ p 

I I J::J ~ l=l::JO=O 1::J ~ 1=1::JO=O 
I 0 1 ::J ~ 0= 1 ::J 1 = 1 0::J ~ 1 =0::J 0= 1 
0 I 0::J ~ 1 =0::J 0= I I ::J ~ 0= 1 ::J 1 = 1 
0 0 0::J ~0=0::J 1=1 0::J ~ 0=0::J 1= 1 

We see from this completed table that there is no way of 
constructing an exemplification of A in which the premiss 
is true and the conclusion false. If the first distribution is 
used we obtain a false premiss; if any other distribution is 
used we obtain a true premiss but also a true conclusion. 
It is clear then that no exemplification of the argument 
form A has its premiss true but its conclusion false. In 
accordance with our definition of validity A is therefore 
a valid argument form. 

As a second example we may consider the argument 
form: 

(B) pv~q, q::Jr; therefore p:::Jr. 

To test B for validity we use· the same framework as 
before. However, there are two differences between A 
and B to be noted at the outset. In the first place B has 
two premisses whereas A had only one. To test for validity 
by the present method an argument form which has 
several premisses we must first of all use the functor . to 
conjoin all the premisses into a single propositional form. 
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To test B we put in our table immediately under the 
heading PREMISS the propositional form which is the 
conjunction of the premisses of B, i.e. the form: 

[pv~q] .[q=>r]. 

In effect what we test immediately is the validity not of B 
but of the argument form 

(B') [pv~ q]. [q=> r]; therefore p:::i r, 

which has a single premiss. The truth-table for . how­
ever should make it quite obvious that B is a valid argu­
ment form if and only if B' is also. B differs from A also 
in the number of distinct variables which it contains, 
three as compared with two in A. There arc consequently 
2'=8 possible distributions of truth-values and so there 
are eight (and only eight) possible ways in which an 
exemplification of B may be constructed. The eight pos­
sible distributions may be quickly written down as fol­
lows. Under r in the extreme left-hand column of our 
table we write J's and O's alternately; under q we write 
J's and O's in twos alternately, and under p, J's and O's 
in fours alternately. We now show the completed table 
for B'. 

p q T 

1 1 1 
1 1 0 
1 0 1 
1 0 0 
0 1 1 
0 1 0 
0 0 1 
0 0 0 

PREMISS 

[pv~q] .[q=>r] 

[lv~ 1] .[1=> l]=[lv0J .1=1.1=1 
[1 v~ 1] .[1 ::> 0]=[lv0] .0= 1. 0=0 
[lv~0] .[0::> l]=[lvl] .1=1.1=1 
[lv~0] .[0=>0]=[lvl] .1=1.1=1 
[0v~ 1]. [1 :::i l]=[0v0] .1=0.1=0 
[0v~ 1] .[1 :::i 0]=[0v0]. 0=0. 0=0 
[0v~ OJ .[0=> l]=[0vl]. l= 1. l= 1 
[0v~0] .[0=>0]=[0vl] .1=1.1=1 
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SION 

p::ir 

l=>l=l 
1=>0=0 
1=>1=1 
1=>0=0 
0::> 1=1 
0=>0=1 
o:::i 1=1 
0=>0=1 
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It can be seen from the completed table that in the case 
of one distribution, namely the fourth shown, the premiss 
has the value 1 and the conclusion the value O. It follows 
that in any exemplification of the argument form B' in 
which p is true but q and r are both false the premiss will 
be true and the conclusion false; since there are of course 
many such exemplifications the argument form B' is 
invalid. Consequently B also is invalid. 

4, Shortened procedures. The reader should of 
course, practise the method we have explained. If he does 
so he will probably devise for himself time-saving modi­
fications. We will explain here one procedure by which 
the work involved in this direct method may often be 
greatly reduced. Let us assume that we are dealing with 
an example of an argument form in which the conclusion 
is shorter than the conjunction of the premisses. We pre­
pare our framework; we fill in the headings: the variables, 
the conjunction of the pi;emisses, the conclusion. Under 
the variables we set out the possible distributions of truth­
values. At this point we have nothing in the main part of 
the table, under either the premiss formula or the con­
clusion formula. We proceed now by stages. In Stage I 
we deal with the first line, i.e. with the first distribution 
of truth-values. We begin with the conclusion column and 
work out the truth-value of the conclusion. If this value 
is l we ignore the premiss in the first line and proceed to 
Stage II. If the value is O on the other hand we work out 
the truth-value of the premiss also in the first line; if this 
turns out to be 1 our work is over; for we have found that 
an exemplification can be constructed in which premiss is 
true and conclusion false and the argument form is there­
fore invalid. If, on the other hand, this value is O we pro­
ceed to Stage II. We repeat the same programme at 
Stage II in respect of the second line and go on in a 
similar way until either we show the argument form to be 
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invalid or have completed the programme for every 
distribution. In _1)1.e latter case, of course (i.e. if we have 
completed the programme for every distribution) if the 
argument form has not been shown to be invalid we know 
that it must be valid. We now show what difference this 
procedure would make to our work in the case of the argu­
ment form B'; the table we show below, which has been 
dealt with completely in accordance with this shortened 
procedure, should be compared with that on a previous 
page in which the unshortened procedure has been used. 

PREMISS 

p q r [pv~q] .[q::>r] 

I I 1 
1 1 0 [Iv~ 1] .[1::, O]=[lvO] .0=1.0=0 
1 0 1 
1 0 0 [lv~O].[O::iO]=[lvl].1=1.1=1 
0 1 1 
0 1 0 
0 0 1 
0 0 0 

CONCLU­
SION 

1::>l=l 
I::, 0=0 
1::>l=l 
1::, 0=0 

For the first distribution the conclusion turns out to have 
the truth-value 1; so we proceed to the second distribu­
tion. Here the conclusion has the value 0 and we work out 
the value of the premiss which is also 0; and we go on to 
the third distribution. The conclusion has the value 1 and 
we proceed to the fourth case. Herc the conclusion has 
the value 0. We work out the value of the premiss. Since 
this turns out to be 1 we know that there is a possible 
exemplification of B in which premisses are true and 
conclusion false and that B is therefore an invalid argu.~ 
ment form. --
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A variant of this shortened method which is likely to 
be preferable if the premiss is shorter than the conclusion 
involves beginning at each stage with the premiss; the 
value of the conclusion needs to be discovered in each line 
if the value of the premiss is 1 but not otherwise. 

5. An alterttative idiom. We may now describe a way 
of speaking about exemplifications of argument or pro­
positional forms which is in common use and which is 
for some purposes at least more convenient than that 
which we have been following in the present chapter. 
Instead of asking for example what properties an exempli­
fication e of a form F would have if it were constructed 
( or constructible) by replacing a variable a by a true pro­
position we may ask simply what properties F would have 
if a were true. For example, on page 45 we wrote with 
reference to a form A: 

There are thus 22=4 different ways in which an 
exemplification of A may be constructed, according as 
p is replaced by a true proposition or by a false one and 
as q is replaced by a true proposition or a false one. 

In the alternative idiom this sentence might be replaced 
by: 

There are thus 22=4 possibilities about A according 
asp is true or false and according as q is true or false. 

The relationship between these two ways of speaking is 
interesting but cannot be gone into here. From our point 
of view we may regard the second, which we use to some 
extent, as a substitute for the first. It would not be right, 
however, to think of this second idiom as being in general 
necessarily in some way loose or incorrect. It is rather 
that in it we are speaking by means of, or through or in 
forms rather than directly about forms. 
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6. The indirect method. The direct method of deter­
mining the validity or invalidity of a truth-functional 
argument form involves, as we have seen, setting out each 
possible distribution of truth-values which an exemplifi­
cation of the form might have and then discovering for 
each case the truth-values of the premiss and conclusion 
respectively. If we find that there is no case in which 
premiss is true and conclusion false then we know that 
the argument form is valid; if there is at least one case in 
which premiss is true and conclusion false it is invalid. 
Now consider for a given argument form F the propo­
sitional form which is constructed by means of the func­
tor ::> with premiss and conclusion of the argument form 
as components, the premiss being antecedent and the 
conclusion consequent. With PF for the premiss of the 
argument form F and CF for the conclusion we may 
represent this propositional form thus: 

pF::, CF, 

The argument form F is valid if and only if there is no case 
in which the premiss of Fis true and the conclusion of Fis 
false; in other words if and only if there is no case in 
which PF has the value 1 and CF has the value 0. But we 
know from the truth-table for ::> that there is no case in 
which PF has the value 1 and CF the value O if and only 
if there is no case in which PF::> CF has the value 0. Hence 
the argument form F is valid if and only if there is no 
possible case in which an exemplification of the proposi­
tional form PF::> CF has the value 0, i.e. is false. This 
relationship just stated between the validity of an argu­
ment form F and the possible truth-values of exemplifica­
tions of the propositional form PF::> CF is the basis of 
the indirect truth-table method of determining validity 
or invalidity. We construct for F the propositional form 
PF::> CF; we set out all possible cases of distributions of 
truth-values in exemplifications of PF::> CF and work out 
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the truth-value of the exemplification for each possible 
case. If in all possible cases the truth-value is 1 the argu­
ment form Fis valid; but if in one or more cases the truth­
value is O then F is invalid. 

We now describe the indirect method in more detail. 
Given an argument form F to test F for truth-functional 
validity by the indirect method we proceed as follows. 
First, if F has more than one premiss we combine all the 
premisses into one propositional form by conjunction; we 
call this newly constructed propositional form the premiss 
of F. If F has a single propositional form as premiss to 
start with, this of course will be the premiss of F; we use 
the expression Pp to denote the premiss of F in either case 
and we use the expression Gp to denote the conclusion. 
We now construct the propositional form which is the 
implication by Pp of Gp, ie.: 

PF':JGp. 

We call this the corresponding implication for F or the 
implication corresponding to F and use Clp as an abbrevi­
ation. Thus we may say: 

Clp=Pp':JGp. 

We now find the truth-value of Clp for each possible 
distribution of truth-values. We do this by a truth-table 
method which at this stage needs little explanation; it 
will emerge clearly in the examples which follow. If Clp 
turns out to have the truth-value 1 in every case, i.e. for 
every possible distribution of truth-values, we conclude, 
for reasons explained above, that F is a valid argument 
form. If on the other hand in one or more case_s CIE' has 
the truth-value 0, we conclude that F is an invalid argu­
ment form. 

We now give some examples. Consider the argument 
form: 
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(D) p-:::)q; ~q; therefore ~P-
Po is [p-:::)qJ.~q. Co is ~P- So Clo is: 

[[p-:::)qJ.~qJ-:::)~p. 

The truth-values of Clo in all possible cases are worked 
out in the following table: 

p q 

1 1 
1 0 
0 1 
0 0 

CORRESPONDING IMPLICATION 
for D (Clo) 

[[1 :::> lJ. ~ IJ-:;;) ~ 1=[1. OJ-::) 0=0-:::) 0= 1 
[[1-::)0J. ~OJ-::)~ 1=[0. 1]-:::) 0=0-:::)0=1 
[[0-:::) 1]. ~ lJ-:;;) ~0=[1.0J-:;;) 1=0-:::) 1=1 
[[O :::::> OJ . ~ OJ:::::> ~ 0= [ 1 . 1 J :::::> 1 = 1 :::> 1 = 1 

Clo is shown to have the truth-value J in all possible 
cases. Hence the argument form D is valid. 

On the other hand the argument form: 

(E)p-:::)q, ~P; therefore ~q 

is invalid. We show this by means of the following table 
in which we see that in one possible case CIE has the 
value 0. 

Eis the form of the wcll-lmown fallacy, Denying the antecedent. 
Other notoriously fallacious forms arc: Affirming the conseq11ent: 
p:::, q, q, therefore p; Fa/lacio11s hypothetical syllogism: p:::, q, 
r:::, q, therefore p:::, r; or q:::, p, q:::, r, therefore p::>r. 

p q 

1 1 
1 0 
0 I 
0 0 

[[l:::::> 1]. ~I]-::)~ 1=[1.0]-:::)0=0-:::)0=1 
[[1-:::)0]. ~ 1]:::::> ~0=[0.0]:::::> 1=0:::::> 1=1 
[[O:::::i I]. ~OJ:::>~ 1=[1. IJ:::::> 0=1:::::>0=0 
[[0-:::) OJ.~ OJ:::> ~0=[1.1]-:;;) l=l:::::> 1=1 
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Again we see below that the argument form: 

(G) p':::)q, q':::)r; thereforep':::)r, 

is valid since Cle is true in all cases. 

Cle 

p q T [[p':::) q]. [q':::) r]] ':::) [p':::) r] 

1 1 1 [[ 1 '::) l] . [ 1 '::) l]] ':::) [ 1 '::) l] = [ 1 . 1] '::) l = 1 '::) l = 1 
1 1 0 [[1 ':::) l] .[1 ':::) O]]':::) [l':::) O]=[l .OJ'::) 0=0':::) 0= 1 
1 0 1 [[1 ':::) O] .[O':::) 1]] ':::) [l ':::) 1]=[0. 1] ':::) l=O':::) l= 1 
1 0 0 [[l ':::) O] .[O':::) OJ]':::) [l ':::) 0]=[0.1] ':::) 0=0':::) 0= I 
0 1 1 [[O'::) 1] .[1'::) l]J'::)[Q'::) 1]=[1. 1]'::) l=l'::) l=l 
0 1 0 [[O':::) 1].[l'::)0]]'::)[0'::)0]=[1.0]'::) 1=0'::) l=l 
0 0 1 [[O':::) OJ .[O'::) 1]] ':::) [O':::) 1]=[1. 1]':::) 1=1 ':::) 1= 1 
0 0 0 [[O'::) OJ .[O':::) OJ]':::) [O':::) 0]=[1. 1] ':::) 1= l ':::) l= 1 

7. Tautologies, In tµe indirect method which has just 
been described for testing whether an argument form F is 
valid or invalid we examine a certain truth-functional 
propositional form, CIF, to see whether or not it has the 
property of being true for all possible distributions of 
truth-values over its variables. If it has this property it is 
said to be a tautology or to be tautologous. We may accord­
ingly describe the essential part of the indirect method by 
saying that it consists in examining CIF to see whether or 
not it is tautologous. However, the use of the term tautology 
is not restricted to this particular context. Any proposi­
tional form which has the property mentioned, whether or 
not it is an implication, is a tautology. We give the follow­
ing definition. 

A propositional form is a tautology, or a tautologous 
propositional form, if and only if its exemplifications 
are true for every possible distribution of truth-values 
over variables. 
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Not only propositional forms but also propositions may be 
described as tautologous. 

A proposition is a tautology, or a tautologous pro­
position, if and only if it is an exemplification of a 
tautologous propositional form. 

It will be found that in the more advanced development 
of logic interest tends to be focused less on validity and 
more on what are variously called logically true propo­
sitional forms, logical laws or logical truths. A tautology 
is one kind of logical truth; we may say that it is a truth­
functional logical truth. We give now a few simple examples 
of the use of truth-tables merely to test whether or not a 
propositional form is tautologous without any reference 
to a corresponding argument form. 

(1) (H) pv~p. 

p 

1 
0 

pv~p 

Iv~ l=lv0=l 
0v~0=0vl=l 

(H) is tautologous. 

(2) (I) ~[p.~p]. 

~[p.~p] 

H 

I 

p 

1 
0 

~[1. ~ 1]=~[1.0]=~0=1 
~[0. ~0]=~[0.1]=~0=1 

(I) is tautologous. 
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(3) (L) [p::iq]=]q::ip]. 

p q 

1 1 
1 0 
0 1 
0 0 

L 

[1:::> 1]=[1:::> 1]=1= l=l 
[l:::>0]=[0::i 1]=0= 1=0 
[0::i 1]=[1:::>0]=1=0=0 
[0:::>0]=[0:::>0]=1= 1=1 

(L) is not tautologous. 

(4) (M) [p::iq]=[ ~q::::> ~p]. 

p q 

1 1 
1 0 
0 1 
0 0 

M 

[p::iq]=[~q::i ~P] 

[l ::> 1] = [ ~ 1 ::> ~ l] = 1 = [0::> 0]= 1 = 1 = 1 
[1 ::i 0) ~ [ ~ 0::> ~ 1]=0= [1 ::> 0]=0= 0= 1 
[0::> 1]=[~ 1::> ~0]=1=[0::i 1]=1= 1=1 
[0:::>0)=[~0:::> ~0]=1=[1::> 1]=1= 1=1 

(M) is a tautology. 

8. Logical equivalence; interdefinability of func­
tors. This last example introduces us to an interesting and 
important class of tautologies. This is the class of tau­
tologies in which the main functor is =. Their importance 
is connected with the concept of logical equivalence, which 
may be defined by reference to them. Two propositional 
forms may be logically equivalent and so may two pro­
positions. We may avoid the necessity of defining logical 
equivalence twice by introducing at this point the term 
formula. 

An expression is a formula if and only if it is either a 
proposition or a propositional form. 
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Logical equivalence is now defined : 

Two formulae F and G arc logically equivalent if 
and only if the formula: 

is a tautology. F= G 

It follows from this definition in accordance with the 
elementary truth-table for = that two propositional forms 
F and G are logically equivalent to one another if and 
only if in every possible case each has the same truth­
value as the other. From examples (4) and (3) above we 
see that the propositional form, p::i q, is logically equiva­
lent to ~ q=> ~ p but is not logically equivalent to q=> p. 
For 

(M) [p=>q]=[~q=> ~P] is a tautology, whereas 
(L) [p=>q]=[q=>p] is not a tautology. 

With the concept of logical equivalence at our disposal 
we are able to point out and justify certain ways in which 
some truth-functors may be defined in terms of others. 
For example we may define the functor v by means of 
::> and ~ as follows : 

pvq=df~ p=> q. 

This is an acceptable definition if and only if the truth­
value of the defi11ie11s ( ~ p ::> q) is in all cases the same as 
that of the definiendum (pvq). But this will be so if and 
only if the defi11ie11s and the defi11ie11dum are logically 
equivalent. That the two formulae are logically equivalent 
is evident from the following truth-table in which the 
formula: [pvq] = [ ~ p::i q] is shown to be a tautology: 

p q [pvq]=[~p=>q] 

1 1 
1 0 
0 1 
0 0 

[lvl]=[~ 1=> 1]=1=[0=> 1]=1= l=l 
[I vO] =[~I::> 0]= I =[O=> 0]=1 = l= 1 
[Ovl]=[~O=> l]=l=[l=> l]=l= l=l 
[OvO] = [ ~ O=> 0]=0= [I::> 0]=0= 0= l 
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The following definitions are also appropriate. Their test­
ing by the method shown is left as an exercise for the 
reader. 

p.q=a,~[p-=, ~q] 
P= q=a,[p-=, q] · [q-=, P] · 

Since v and . are both definable by means of ~ and 
-=, and = is definable by means of -=, and . , it is evident 
that the functors v, . and = could be dispensed with. 

The five functors might, however, equally well be 
reduced to a different pair: either to ~ and v or to ~ 
and . ; the reader may like to construct and to test the 
appropriate definitions. 

9, The truth-table method applied to arguments. 
In the last two sections we have seen how truth-tables may 
be used for the purpose of determining whether or not 
an argument form is valid or whether or not a propositional 
form is tautologous: In the present section we shall show 
that by a formally identical method truth-tables may be 
used to answer the corresponding questions about argu­
ments and propositions respectively. 

Consider the argument: 

(J1) Robinson is under twenty-one or he is a 
graduate. 

It is not the case that Robinson is under twenty­
one. 

Therefore he is a graduate. 

This argument may be expressed as follo,vs with the 
appropriate truth-functors replacing or and it is not the 
case that. 

01) Robinson is under twenty-one v he is a graduate. 
~ [Robinson is under twenty-one]. 

Therefore he is a graduate. 
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Now let us put T for the proposition Robinson is under 
twenty-one 

and c; for the proposition He is a graduate. We 
may express (J1) in yet a third way which we will treat as 
standard: 

(J1) TvG; ~ T; therefore G. 

The corresponding implication, CIJ1 , for J1 is: 

(CIJ1) [[TvG]. ~ T]:::, G. 

J1 is valid if and only if it exemplifies a valid argument 
form. This is equivalent to saying that J1 is valid if and 
only if ClJ1 is a tautology, i.e. exemplifies a tautologous 
propositional form. How then can we tell whether or not 
ClJ1 exemplifies a tautologous propositional form? Before 
we answer this question we shall introduce the notion of 
a propositional form which matches a certain proposition. 

A form F matclzes a proposition P if and only if 
(i) P can be obtained from F by consistent sub­

stitution of truth-functionally atomic pro­
positions for all variables in F; 

and (ii) F can be obtained from P by consistent substi­
tution of variables for all truth-functionally 
atomic propositions in P. 

Substitution is consistent when for any one symbol (pro­
position or variable) the same substitution is made at each 
occurrence. It can be seen that if a proposition P is 
matched by a form F then P is an exemplification of F. 
However, it is not necessarily true that if P exemplifies F 
it is matched by F. For example the proposition [ ~ T. G]vT 
where T and G have the meanings assigned in the last 
paragraph, exemplifies all the forms, among others, which 
we now list, but is matched only by the last two: 

P, q, pvq, [p.q]vr, [ ~ p.q]vr, [ ~ p .q]vp, [ ~r.p]vr. 
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Let us now construct for the proposition CIJ1 a match­
ing propositional form CIJ/CIJ1: 

CIJ/Cl.r1 [[pvqJ. ~PJ=>q. 
Since CI.r/Cl.r1 matches Cl.r1 we are able to construct 

the following joint truth-table: 

CI.r/Cl,11 p q [[pvqJ . ~ p J ::> q 
Cl.r1 T G [[TvGJ. ~ TJ ::> G 

1 1 
1 0 
0 1 
0 0 

[[lvlJ. ~ lJ::> l=[l .OJ::> 1=0=> l=l 
[[lvOJ. ~ lJ=> 0=[1.0J=>O=O=>O=l 
[[Ov 1 J . ~OJ::> 1 = [ 1 . 1 J ::> 1 = 1 ::> 1 = 1 
[[OvOJ. ~OJ::> 0=[0. 1] ::> 0=0=> 0= 1 

If we delete temporarily or ignore the second line of 
this table we find that we have a truth-table which shows 
that the propositional form CI.r/CI.r1 is a tautology. 
Since CIJ/CIJ1 is a tautologous propositional form, CIJ1 

which exemplifies· CI.r/CIJ1 is a tautologous proposition. 
Hence Ji is a valid argument. 

What would it have meant if the form constructed to 
match CIJ1 had turned out not to be a tautology? Let us 
consider an example where such is the case. Take the 
argument: 

(K1) [TvGJ. G; therefore ~ T. 

CIK1 is [[TvG].G]=>~T. We construct in the way ex­
plained the matching form (CIK/CIK1) [[pvqJ .qJ=> ~P 
and the joint truth-table: 

p q [[pvqJ. q]::, ~ p 
T G [[TvG]. G] ::> ~ T 

1 1 [[lvl]. lJ =>~1=[1.lJ=>~l=l=>O=O 
1 0 
0 1 
0 0 
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We sec from this truth-table that Cix/Cim can have an 
exemplification which is false, namely one in which p 
and q are both'replaccd by true propositions. Let e be 
such an exemplification. e is constructed from CIK/CIK1 

by replacing p consistently by the same true proposition 
and q consistently by the same true proposition. But there 
is a one-to-one correspondence between the variables 
(p, q) of CI1{/ CI1{1 and the propositions (T, G) of Clx1 : 

wherever CI1{/Cl1{1 has an occurrence of p CIK1 has an 
occurrence of T and conversely, and similarly for q and G. 
Hence e could have been constructed equally well from 
Clx1 by making consistent replacements for T and G. 
Suppose that e is constructed from Cl 1{1 by putting a for 
T and fJ for G and consider any form F of which Cix1 

is an exemplification. CIK1 is constructed from F by the 
replacing of variables in F by propositional components 
of CIK1

• Where Fis CIK/Cl1{i, Clx1 is constructed by 
replacing p by T and q by G but if F is for example 
[p.q]=>r CI1{1 is constructed by putting TvG for p, G 
for q and ~ T for r. We can see now that whatever form 
F is, if it is exemplified by CIK, it must be exemplified 
by e; for if in the replacements for the variables of F 
which are required to give CI Ki we put a instead of T 
and fJ instead of G we are bound to obtain e. 

e then is an exemplification of any form which CIK1 

exemplifies. But e is false. Therefore any form which 
CIK1 exemplifies is non-tautologous. So every truth­
functional argument form exemplified by K1 is invalid 
and K1 is therefore seen to be a truth-functionally invalid 
argument. 

The considerations which we have applied to these two 
examples are quite general. For any argument A1 we can 
construct the corresponding implication CI Ai. For any 
such implication we can construct a matching form 
CIA/CIA1 in the way described for CIK,· If CIA/CIA, 
is tautologous A must be truth-functionally valid. If on 
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the other hand CI A/CI Ai is not tautologous we can see 
for reasons of the kind given in the discussion of K1 that 
any form which CI Ai exemplifies must be non-tautolo­
gous; and A1 must therefore be truth-functionally 
invalid. 

Arguments, as well as argument forms, may therefore 
be tested for validity by the truth-table method. The pos­
sibility of constructing a matching form enables us to 
justify our procedure but of course in any particular test 
the actual construction of one would be superfluous. A 
sufficient rule is: to test an argument A1 for truth-func­
tional validity or invalidity by means of truth-tables mark 
the truth-functionally atomic elements of A1; treat these 
as if they were propositional variables and find out by 
means of truth-tables whether in that case A1 would be a 
valid or an invalid form. If it would be valid A1 is in fact 
a truth-functionally valid argument, otherwise it is invalid. 
For example, to te~t whether the argument J1 is or is not 
valid all the work that is needed is the first truth-table 
on page 60 with the top line (the one containing p's and 
q's) deleted; to test K 11 all that is needed is the second 
table on page 60 with the top line deleted. The truth­
table method of testing arguments is thus formally iden­
tical with the truth-table method of testing argument 
forms. 

SUGGESTED READING 
Quine, W. V.: Methods of Logic, sections 5-9. 
Copi, I. M.: Symbolic Logic, chapter ii. 
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Chapter Four 

THE DEDUCTIVE METHOD 

t. Introduction. What we are here calling the deductive 
method involves the construction, in accordance with cer­
tain rules, of sequences of formulae. The formulae which 
make up a sequence are to be known as lines of the sequence. 
Each sequence so constructed we call a formal deduction. 
If the rules are properly chosen each deduction constructed 
in accordance with them is a source of information about 
the validity of one or more arguments or argument forms. 
Many different sets of rules may be adopted and each such 
set may be known as a deductive system. We will begin by 
setting out a set of three rules with reference to which the 
main principles underlying the deductive method can be 
explained. 

Our first rule which may be called the premiss rule is: 

(Rl) Any formula may be written as a line of a 
sequence and marked as a premiss. 

Rules (R2) and (R3) are known respectively as modus 
tollens and modus tolle11do po11e11s. 

(R2) If formulae P-=:J Q and ~ Q occur earlier in the 
sequence then ~ P may be written as a new 
line. 

(R3) If formulae PvQ and ~ P occur earlier in the 
sequence then Q may be written as a new 
line. 

The letters P, Q which occur in these rules represent 
either propositions or propositional forms. Thus a 
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sequence constructed in accordance with them may be 
either a sequence of propositions or a sequence of pro­
positional forms. Suppose it is a sequence of propositions; 
then if we take any line l, the fact that we have constructed 
the sequence down to l enables us to know (i) that if all 
the lines used as premisses are true then l is also true, and 
(ii) that the argument which has for its premisses all the 
lines which have been marked as premisses in our sequence 
and as conclusion the line l is a valid argument. 

Suppose on the other hand that the sequence is a 
sequence of propositional forms; then the fact that we have 
constructed the sequence down to line l in accordance with 
the rules enables us to know that the argument form which 
has for its premisses all the lines which have been marked 
as premisses and for its conclusion the line l is a valid 
argument form. 

We will now give examples of deductions constructed 
in accordance with these rules and show that the general 
statements which we have just made are borne out. 

First of all we construct a sequence S consisting of 
propositional forms : 

s 
/WP::Jq 

I (2) p v r 

/Ti> ~q 

(4) ~P 
(5) r 

The first t~ree lines ~f Sare in accordance with the premiss 
~ul:, the sign I b~mg used to mark a premiss. Line (4) 
1s 1~ ac~ordan:e with_ R_2 since p::Jq and ~q occur as 
earlier Imes. Lme (5) 1s m accordance with R3 since pvr 
and ~ p occur as earlier lines. 

Now according to what we said above this sequence 
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enables us to know that the argument form which has 
(1), {2) and {3) for premisses and line (4) or line (5) of the 
sequence for coticlusion is valid. How is this assertion 
justified? Let us consider the case where l is line (5). We 
want to show that the fact that the sequence S has been 
constructed in accordance with the rules enables us to 
know that the argument form: 

(A) (i)p:::::,q (2)pvr (3) ~q; therefore r 

is valid. 

Let us write Hp for the proposition Homer wrote the 
Aeneid, 

Lq for the proposition Homer wrote in Latin, 
and Gr for the proposition Virgil wrote tlze 

Aeneid. 

Now we set beside the sequence S another sequence S1 in 
which all the lines are propositions: 

s 
(1) p:::::,q 
(2) pvr 
{3) ~q 
(4) ~P 
(5) T 

S1 
(I) Ifp:::::,Lq 

{2) HpvGr 
(3) ~Lq 
(4) ~Hp 
{5) Gr 

We consider first this second sequence S1. S1 is, of 
course, constructed in accordance with our three rules. 
We will show first of all that if the three premiss lines (I), 
(2) and {3) are true then line (5) is true also. We set out 
our reasoning in the form of an explanatory supplement 
(ES) for each of the lines (4) and (5). 

ES4 (a) If all premisses are true then lines ( l ), {2) 
and {3) are true; 

(b) If lines (I), (2) and (3) are true then lines 
(1) and {3) are true; 
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(c) If lines (1) and (3) are true then line (4) is 
true; 

therefore ( d) If all the premisses are true then line ( 4) is 
true. 

ES5 (a) If all premisses are true then lines (I), (2), 
(3) and ( 4) are true; 

(b) If lines (1), (2), (3) and (4) are true then 
lines (2) and (4) are true; 

(c) If lines (2) and (4) are true then line (5) is 
true; 

therefore (d) If all premisses are true then line (5) is 
true. 

We can see that in each ES the crucial assertion is (c). 
ES4(a) is obvious and ES5(a) follows from ES4(a) and 
ES4(d). (b) is obvious in each stage and (d) obviously 
follows from (a), (b) and (c). Consider (c) in ES4. Here we 
have references _to line ( 4) ~Hp and to the two lines 
(1) Hp::> La and (3) ~ Lq in virtue of the earlier occurrence 
of which R2 allowed us to write line (4) in the sequence S1. 
In the cases of rules R2 and R3 let us call the lines which 
have to occur earlier if the rule is to apply the antecedent 
lines and the line which may be written the consequent line. 
Since the rule R2 corresponds to the valid argument form: 
p :::> q, ~ q; therefore ~ p, we can see that in any case in 
which it is applied to propositions if the antecedent lines 
are true the consequent line must be true also. In the 
present case, therefore, if the antecedent lines (1) and (3) 
are true the consequent line (4) is also true. Hence the 
assertion ES4(c) is justified. 

ESS(c) concerns lines (2) and (4) which are used as 
antecedent lines in the application of R3 and line (5) 
which is used as consequent line. Now R3 corresponds to 
the valid argument form: pvq, ~ p; therefore q. Hence in 
any case in which it is applied to propositions, if the ante­
cedent lines are true the consequent line is true also. 
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ES5(c) which is the assertion that if (2) and (4) are true, 
(5) is true also is justified. 

ES4(c) and ES5(c) arc therefore both justified asser­
tions. We are therefore justified in asserting ES4(d) and 
ES5(d) and so have achieved our first object of showing 
that if the premiss lines (I), (2) and (3) of S1 are true, 
line ( 5) is also true. 

We now note that the argument: 
(A1) (1) Hp=>Lq; (2) HpvGr; (3) ~Lq; therefore 

(5) Gr 
is an exemplification of the argument form: 

(A) (l)p=>q, (2)pvr, (3) ~q; therefore r 
being constructed from it by the replacing of p byHp, 
q by Lq and r by Gr. So what we have just shown is 
equivalent to showing that in this particular exemplifica­
tion A1 of the form A it is not the case that all the premisses 
are true and the conclusion is false. Now consider any 
other exemplification A, of the form A. It must have a 
p-replacement (corresponding to Hp), a q-replacement 
(corresponding to Lq) and an r-replacemcnt (correspond­
ing to Gr). Whatever these replacements may be it is evident 
that we can make them throughout the sequence S (or if 
we like throughout the sequence S1) and that if we do so 
the resulting sequence S, will still be constructed entirely 
in accordance with the rules Rl, R2 and R3. Further, 
we should be able to show with regard to this sequence S,, 
exactly in the same way as we did with regard to the 
sequence S1, that if the premiss lines (1), (2) and (3) are 
true the line (5) is true also; in other words that in the 
exemplification A, of A it is not the case that all the pre­
misses are true and the conclusion is false. But since A, 
may be any exemplification whatever it is evident that no 
exemplification of A can have true premisses and false 
conclusion. Hence A must be a valid argument form. 

In this way the fact that we can construct the sequence 
S in accordance with our three rules enables us to know 
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that the argument form A which has the premiss lines of 
Sas its premisses and line (5) for its conclusion is valid. 

The same thing can be shown in a similar way with 
regard to any line l of any sequence constructed in accord­
ance with our rules, where all the lines are propositional 
forms. The argument form which has for its premisses all 
the premiss lines of the sequence and for conclusion the 
line l is a valid argument form. 

Suppose now that we construct a sequence T, which 
consists not of propositional forms but of propositions. 
What are we able to know as a result of having constructed 
T,? In the first place we know that if all the premiss lines 
of T, are true any line l of T, is true also. We can know 
this by the same sort of reasoning which we had before 
us when considering by itself the sequence S1. However, 
we can know something further, namely that any argu­
ment which has for premisses all the premiss lines of T, 
and for conclusion any line / of T, is a valid argument. We 
will now show that this last assertion is justified. 

Suppose that T, is a sequence which has for premiss 
lines propositions P,, Q,, ... , R,. Let L, be any line of T,. 
\-Ve want to show that the argument: 

(B,) Pt, Q,, ... , R,; therefore Lt 
is valid. By the method shown in section 9 of the last 
chapter we construct a matching form: 

. (B/Bt) P, Q, ... , R; therefore L. 
To do this we replace the distinct atomic propos1t1ons 
which are components of the propositions of B, by distinct 
variables. Now by replacing these same propositions by 
these same variables throughout the whole sequence T, 
down to the line L, we obtain a sequence of propositional 
forms. Clearly this sequence is correctly constructed in 
accordance with our three rules and has for its premiss 
lines the premisses of B/B, and for its last line the con­
clusion of B/Il,. Since a correctly constructed sequence 
with these properties is possible we know from our con-
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siderations a little earlier that the argument form B/D, 
must be valid. But the argument B, is an exemplification 
of its matching 'argument form B/Bt, Hence, since B/B, 
is a valid form, B, is a valid argument. 

Hitherto we have used the term valid in connexion with 
both arguments and argument forms. It is convenient now 
to define a third use of the term, this time in connexion 
with rules of deduction. As we have seen a rule is applic­
able either to propositions or to propositional forms. Let 
us say that a rule is valid if it is such that 

and 

(i) when it is correctly applied to propositions it is 
always the case that if the antecedent proposi­
tions are true the consequent proposition is 
true also; 

(ii) when it is correctly applied to propositional forms 
there is no possible exemplification of ante­
cedents and consequent such that the ante­
cedents are all true and the consequent is false. 

The rules RI, R2 and R3 are all valid in this sense. We 
have explained how a deduction constructed in accordance 
with these rules serves certain purposes; for example it 
enables us to know that a certain argument or argument 
form is valid. It should be clear, however, that the same 
considerations may be extended to cover deductions con­
structed in accordance with any rules which are valid in 
the sense defined. A deduction constructed in accordance 
with any system of valid rules will have the properties 
which we have been discussing. 

2. A deductive system; initial rules. The set of 
three rules RI, R2 and R3 which we used for illustrative 
purposes in the last section would by themselves enable 
us to prove the validity of only a very small proportion 
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of all possible truth-functionally valid arguments and 
argument forms. In this section we will set forth a more 
extensive and useful system of valid rules and explain in 
some detail how these are to be applied. This system which 
is derived with modifications largely from one set forth 
by I. M. Copi1 is an example of what is called a natural 
deductive system. 

Our first rule is again the rule RI. We call this by the 
name Premiss Rule and use Pr as an abbreviation. 

Premiss Rule (Pr). Any formula (i.e. any proposition 
or truth-functional propositional form) may be 
written as a line of a deduction and marked as a 
premiss. 

Of the remaining rules some are on the following pattern: 

If P, Q, R, ... are propositions (propositional forms) 
then if W1, W2, ... occur as lines of a deduction Z 
may be written as a new line. 

Here W1, W2, ... , Z represent propositions (propositional 
forms) which have some or all of P, Q, R, ... as com­
ponents. An example of a rule of this sort is the second 
rule of our system: 

Modus ponens (MP). If P and Q arc propositions (pro­
positional forms) then if P~ Q and Pare lines of 
a deduction Q may be written as a new line. 

Normally we will not write a rule of this sort out in full 
but will abbreviate it in the form: 

W1, W2, ... -+ Z. 

Thus we write the rule Modus ponens: 
Modusponens(MP). P~ Q, p-+ Q. 

Other rules in this group arc the following: 

1 See Suggested Reading, p. 95. 
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Modus tollens (MT). p:;, Q, ~ Q - ~ P. 
Hypothetical Syllogism (HS). p:;, Q, Q:;, R - p:;, R. 
Modus tolle11'do po11em (MTP). PvQ, ~P - Q. 
Addition (Add). P - PvQ. 
Simplification (Simp). P.Q - P; P.Q - Q. 
Conjunction (Conj). P, Q - P.Q. 

It can easily be checked that each of these rules corresponds 
directly to a valid argument form and so is a valid rule 
in the sense explained in the last section. For example the 
rule HS corresponds to the valid argument form: 

p:;,q, q:;,r; therefore p:;,r. 

We give now examples of deductions constructed in 
accordance with this group of rules. A deduction, as we 
explained, is a sequence of formulae, each formula being 
known as a line of the deduction or a main line or a deduc­
tion line. Before each deduction line we insert an indented 
line called a justification line. The justification line is not 
itself a part of the deduction, but serves to indicate by 
what authority the immediately following deduction line 
is written and thus enables anyone to check fairly quickly 
whether or not the deduction is properly constructed. The 
justification line indicates in each case (i) the antecedent 
lines, if any, for the rule which is being employed; (ii) the 
rule itself, and (iii) the number of the line which is to be 
written. 

Example 1 
Let J represent the proposition: The secretary's action 

was justified. 
Let A represent the proposition: The secretary's action 

was authorized by the committee. 
Let M represent the proposition: There is a11 entry i11 

the Minute Book. 
We may construct the following deduction: 
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I
- Pr x 1 
(1) J=::JA 

Pr x 2 
A=::JM 

Pr x 3 
~M 
I, 2, HS x 4 

(4) J=::JM 

4, 3, MT x 5 
(5) ~J 

The first justification line indicates that the premiss rule 
is used. The sign x may be read as yields. The justification 
line for line 4 indicates that lines {I) and (2) by the rule 
of hypothetical syllogism yield line ( 4), i.e. that from lines 
{I) and (2) by means of this rule we may obtain line (4). 
The deduction llS a whole shows that the argument with 
lines {I), (2), {3) as premisses and with line (5) as conclu­
sion is valid; as is indeed implied in this assertion it 
shows also that if lines {I), (2), (3) are all true then line (5) 
is true also; this in its turn implies that if we have begun 
knowing that (1), (2), (3) are all true we are able to know, 
having constructed the deduction, that line (5) is true also . 
. It is worth remarking that the sequence of five lines 

which we have been treating as a deduction ending in line 
(5) really comprises in itself five deductions, namely those 
ending in lines (1), (2), {3), (4) and (5) respectively. Only 
the last two, of course, are of any particular interest. In 
virtue of the second last deduction we are able to say that 
the argument form with lines (1), (2) and {3) as premisses 
and line (4) as conclusion is valid. However, when we set 
out a sequence of lines as a deduction we are normally 
interested in it as a deduction consisting of all the lines 
shown, in our present example of lines (1), (2), (3), (4) 
and (5). 
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Example 2 
This example illustrates, among other things, the use 

of the rules of adJition, simplification and conjunction. 

I
- Pr x 1 
(1) [p.~q]=>r 

I
- Pr x 2 
(2) [rvs] => t 

I
- Pr x 3 

(3) p.[q=>u] 

I
- Pr x 4 
(4) ~ll 

3 Simp x 5 
(5) p 

3 Simp x 6 
(6) q=> ll 

6, 4, MT x 7 
(7) ~q 

5, 7, Conj. x 8 
(8) p. ~q 

1, 8, MP x 9 
(9) r 

9, add x 10 
(I 0) rvs 

2, 10, MP x 11 
(11) t 

This deduction shows that the argument form with lines 
(1), (2), (3) and (4) as premisses and line (11) as conclusion 
is a valid argument form. 

3. The rule of interchange. It remains to introduce 
two rules which arc rather more complicated than those 
dealt with in section 2. We will deal in thi,i section with 
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the rule of interchange and in section 4 with the rule of 
conditional proof. · 

Let P, Kand K' be propositions such that (i) K occurs 
at one or more places as a truth-functional component of 
P, (ii) K is logically equivalent to K'. The term component 
has hitherto been used in such a way that K is a component 
of P if P can be constructed by means of truth functors 
out of a number of propositions of which K is one; in 
(i) and hereafter the term is used in an extended sense 
which covers also the case where K is identical with P. 
Now it follows from the definition of logical equivalence 
that since Kand K' are logically equivalent they must have 
the same truth-value: either both are true or both are false. 
So if we replace K in P by K' and call the resulting pro­
position P' the truth-value of P' will be the same as that 
of P. For the truth-value of P depends, so far as its truth­
functional components are concerned, solely on their 
truth-values and the operation described consists in 
substituting for a truth-functional component another 
which has the same truth-value. The result is the same 
whether K is identical with P or with a proper part of P 
and whether the substitution is made at all occurrences of 
K in P or at some only but not all; in all cases P' must 
have the same truth value as P. Hence if Pis true P' must 
be true also. Further, since this holds whatever proposi­
tions P, Kand K' may be, provided only that the stated 
conditions are satisfied, it follows that if P, Kand K' are 
taken to be not propositions but propositional forms the 
argument form P:. P' must be valid. Consequently, 
whether P, K and K' are propositions or propositional 
forms so long as the stated conditions are satisfied we may 
write P' as a line of deduction where P has occurred as 
an earlier line. Let us use the sign pK:K' to denote a 
proposition or propositional form which is the result of 
substituting K' for K at one or more occurrences in P. 
Let us say also that one propositional form or argument 
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form is a specificatio11 of another if every exemplification 
of the first is an exemplification of the second. We may 
now express the'fttle of i11tercha11ge as follows: 

Rule of interchange (Int) 
P-+ pK: K•, where either K = K' or K' = K is an 

exemplification or a specification of one of the logical 
equivalences in the following list. 

Logical equivalences 
In the list which follows the main functor in each formula 

is indicated by spacing instead of by bracketing. (The 
equivalences in the left-hand column are by themselves 
sufficient, but in some cases useful auxiliaries are shown 
on the right.) 

I. De Morgan's Laws 
~[p.q] = ~pv~q 
~ [pvq] = ~ p. ~ q 

II. Laws of Commutation 
p.q = q.p 
pvq = qvp 

III. Laws of Association 
p.[q.r] = [p.q] ,T 

pv[qvr] = [pvq]vr 
IV. Laws of Distribution 

p.[qvr] = [p.q]v[p.r] 
pv[q. r] = [pvq]. [pvr] 

V. Law of Double Negation 
P= ~~p 

VI. Law of Exportation and Importation 
[p.q]=>r = p=>[q=>r] p=>[q=>r] = q=>[p=>r] 

VII. Law of Transposition 
P-:::Jq= ~q=>~p p=>~q=q=>~p 

~p=>q = ~q=>p 
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VIII. 

IX. 

X. 
pvp = p 

XI. p.p = p 

p::iq = ~pvq 
p::iq = ~[p.~q] 

P=q = [p.q]v[~p.~q] 

~p::>p:p 
p::i ~P = ~P 

When the Rule of Interchange is used the justification 
line is constructed thus: first we give the number of the 
formula which is our antecedent; then we write Int and 
in brackets after it the number of the equivalence to be 
referred to; e.g. if we have a line: (m)p::i[qvr], and we 
apply the rule of interchange to give us the line: (n) 
p::i ~ ~ (qvr), our justification line will be: m, Jut (V) x u. 

We now construct a deduction which contains some 
examples of the use of the rule of interchange. 

Example: 
The argument form: 

~ pvq, [p::i r]::, ~ [svt], q::> r; therefore ~ t 
is shown to be valid by the following deduction: 

I Prx 1 
(1) ~pvq 

I Prx 2 
(2) [p::i r] ::> ~ [svt) 

I Prx 3 
(3) q::i r 

1, int (VIII) x 4 
(4) p::>q 

4, 3, HS x 5 
(5) p-=>r 

2, int (I) x 6 
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(6) [p::>r]::>[~s.~t] 
6, 5, MPx 7 

(7) ~s.~t 
7, int (II) x 8 

(8) ~t.~s 
8, simpx 9 

(9) ~t 

The rule of interchange is used on three occasions. At 
step 4 Pis ~ pvq and K is identical with P. K' is p::i q and 
the equivalence K' = K is identical with and hence a 
specification of the equivalence VIII: [p::> q] = [ ~ pvq]. 
At step 6 Pis the formula [p::>r]::> ~[svt], K is ~[svt], 
K' is ~ s. ~ t and the equivalence ~ [svt] = [ ~ s. ~ t] is 
a specification of one of De Morgan's laws. At step 8 
Pis ~s. ~ t, K is identical with P, and K' is ~ t. ~sand 
the equivalence [ ~ s. ~ t] = [ ~ t. ~ s] is a specification of 
one of the laws of commutation. It should be noted, how­
ever, that we could have gone directly from 7 to 9 by 
using the second form of the rule simp. 

4. The Rule of Conditional Proof. Let Pi, P2, ... , 
Pn-1, Pn and Q by any propositions such that: 

(Z) P1, P2, ... , Pn-1, Pn; therefore Q, 

is a valid argument. We assume for the present that 7Z is 
greater than 1, i.e. that Z has at least two premisses. 
Since Z is a valid argument it follows-see chapter iii, 
section 6-that the corresponding conditional: 

(Clz) [P1.P2 . ... . Pn-1.Pn] ::i Q, 

is a tautology. The antecedent of Clz may be written as 
[[P1.P2 . .... Pn-1] ,Pn], Let usputS for [P1.P2 . ... . Pn-1] 
Clz may now be written: 

(Clz) [S.Pn]::i Q. 
Since Ciz is a tautology the logically equivalent pro­

position: 
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S::i[Pn::iQ], 

must be a tautology too. Hence the argument: 

S; therefore Pn::, Q, 

is valid also; i.e. the argument: 

[Pi.P2 . ... ,Pn-1]; therefore Pn::i Q, 

is valid and it obviously follows that the argument: 

(Z') Pi, P2, ... , Pn-1; therefore Pn::iQ, 

is valid too. We see then that if Z is a valid argument Z' 
must be valid also. It follows that if we can construct a 
deduction with premisses P1, P2, ... , Pn-1, Pn and con­
clusion Q then the argument Z' must be valid. Further, 
all that has been said in this section will still hold good 
if we take Pi, P2, ... , Pn-i, Pn and Q to be propositional 
forms and substitute argument form for argument through­
out. We are, therefore, entitled to use the following rule. 

If Pi, P2, ... , Pn, Q are propositions (propositional 
forms) then if 

(i) Pi, P2, ... , Pn-i occur as lines in a deduction D 
and 

(ii) a subsidiary deduction can be constructed with 
premisses 

Pi, P2, ... , Pn-1, Pn and last line Q, 
then we may write as a new line of D the formula Pn::i Q. 

We introduce now the sign I- and define it as follows: 

Pi, P2, ... , Pn I- Q means that there is a deduction (or 
a deduction can be constructed) with premisses 
Pi, P2, ... , Pn and last line Q. 

Accordingly we may express the rule of conditional proof 
in the following abbreviated form: 
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Co11ditio11al Proof (CP) 

P1, P2, ... , P,,-1, (Pi, P2, ... , Pn-1, Pn I- Q) ➔ Pn::::> Q. 
We have now to see how this rule may be used. We give 

first a very simple example to make sure that its terms 
are understood. First, we construct a deduction with 
premisses p::, r and p. q and last line r as follows : 

I
- Prx 1 
(1) p::::>r 

l- Prx 2 

(2) p.q 

(3) p 

(4) r 

2 simp x 3 

1, 3 MP x 4 

Let us call this deduction a. Given a we may now con­
struct the following deduction involving two lines: 

Pr x 1 
(1) p::::>r 

1, a, CP X 2 
(2) [p.q]::::>r. 

We call this deduction /3. Let us explain the final step of fJ 
with reference to our account of the rule CP. In the case 
where n=2 the rule would read: 

P1, (P1, P2 I- Q) ➔ P2::::> Q. 

In our example P1 is the propositional form p::, r and 
P2 is p.q. Q is r. In the deduction a we have a deduction 
fromp::::>r,p.q tor, i.e.p::::>r,p.q 1- r. Hence in accordance 
with the rule CP if we have a deduction in which p::, r 
occurs as a line we may write as a later line [p. q]::, r 
(=P2=> Q). This is what we have done in the deduction {J. 
However, the rather informal way of using the rule of 
conditional proof which has been adopted in this illus­
tration would be unsatisfactory in cases involving any 
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degree of complexity. It can be replaced by a more elegant 
method which will now be explained. 

5. Application of the rule of conditional proof. 
Each use of the rule of conditional proof requires the 
existence of a subsidiary deduction which has all the 
premisses of the main deduction and one additional pre­
miss. We shall describe a method by which subsidiary 
deductions may be incorporated in a single column 
sequence with the main deduction. However, I think that 
this may be more easily understood if it is shown as a 
development of a method in which subsidiary deductions 
are set out in separate columns to the right of the main 
deduction. We will explain this method by means of an 
example. We set out below a main deduction in column I 
with subsidiary deductions in columns 2 and 3: 

Column-I 

I
- Prx I 
(1) [pvq]::>r 

J ( J 1 2 f-7 ) X 8 
(8) [s::>p]=>[s::>r] 

Column 2 

I Prx 1 
I (1) [pvq]::>r 

1

-- Prx 2 

(2) s::> p 

1, 2 (1, 2, 
3 I- 6)x 7 

(7) s::> r 

80 

Column 3 

I Prx 1 
(1) [pvq]::>r 

I Prx2 
I c2> s::> p 

I- Prx 3 

(3) s 
2, 3, MP x 4 

(4) p 
4 add x 5 

(5) pvq 
1, sx 6 

(6) r 
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To understand these deductions we begin with column 
3. Here we have a straightforward deduction of line {6) 
from premisses (1), (2) and (3) without any use of CP. 
In virtue of the existence of this deduction (1, 2, 3 I- 6) 
we are able in column 2 where we have (1) and (2) but 
not (3) for premisses to apply CP and derive the line (7) 
which is s::::> r or 3::::, 6. We have then in column 2 a deduc­
tion from premisses (1) and (2) of conclusion (7), i.e. 
{l, 2 I- 7). In virtue of the existence of this deduction we 
arc entitled in column 1, where we have the sole premiss 
(1), to apply CP and derive the line (8) which is [s::::>p]::::> 
[s::::> r] or 2::::> 7. In column 1, our main deduction, we now 
have a deduction from premiss (1) of conclusion (8). The 
argument form: 

(A) [pvq]::::>r; therefore [s::::>p]::::>[s::::>r), 

is thus shown to be valid. 
In constructing these deductions, as distinct from under­

standing them when constructed, we begin not with 
column 3 but at the top of column 1. Let us suppose that 
we have the argument form (A) in mind and wish to show 
that it is valid. We start by writing down [pvq]::::>r as a 
premiss, line (1), of our deduction. No immediately useful 
formula appears to be derivable from (I) alone; however, 
the conclusion which we are seeking to obtain is here an 
implication and when this is so CP may often be profitably 
used; accordingly we begin in column 2 a subsidiary de­
duction in which we again have (1) for a premiss but add a 
subsidiary premiss {2). This is the formula s::::> p which is 
the antecedent of the conclusion which we are trying to 
obtain in column {1). Our object in the column 2 deduction 
is to obtain from premisses {1) and {2) the conclusions::::> r, 
which is the consequent of the conclusion which we are 
trying to obtain in column (1). However,from (1) and (2) 
no obviously useful consequence immediately follows; we 
therefore embark on yet another subsidiary deduction in 
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column 3 where we add to premisses (1) and (2) the sub­
sidiary premiss (3). (3), it will be noted, is s, the antecedent 
of the conclusion which we are seeking to obtain in column 
2. From column 3 we find that from premisses (1), (2), 
(3) the conclusion r can be obtained. The construction of 
the deduction from this point on has already been ex­
plained. 

It may be useful here to remark that adding a subsidiary 
premiss and so beginning a subsidiary deduction in this 
formal deduction corresponds to making a supposition, or 
supposing something, in informal reasoning and then 
considering what would follow from the supposition. In 
informal reasoning if we make a supposition S and find 
that a proposition T follows we infer that the proposition 
If S then T is a consequence of our original premisses; 
this inference corresponds exactly to the application of the 
rule of conditional proof. We may indeed, if we prefer it, 
refer to the premiss rule as the supposition rule and instead 
of writing in our justification line, e.g. Pr x J we might 
write simply Suppose J. However, this possible variant 
will not be used in this book. 

We must now show how these three deductions may be 
arranged more conveniently in a single column. First, 
however, let us observe that we might, ifwe had so wished, 
have extended the column 2 deduction beyond line (7); 
for example by an application of the rule of interchange 
we could have added a line (7a) ~r~ ~s. Any such ex­
tension, however, unless it involves another use of CP 
may be made only in virtue of lines which occur in 
column 2 itself; thus {7a) is legitimate since it results 
from the application of Int to (7) which is a line of column 
2; but it would not be legitimate to use, e.g. (1) and (5) 
and from these by MP to derive a line (7b) r; for (5) is a 
line of the column 3 deduction but not a line of the column 
2 deduction. Formally such a move is clearly not allow­
able. It may be helpful, however, if we draw attention to 
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the reasons underlying the formal restriction. One essen­
tial thing about the column 2 deduction is that any line 
which occurs i~1 it must be derivable ultimately from 
premisses (I) and (2) alone. If in extending the column 2 
deduction we were to make use of a line which occurs in 
column 3 but not in column 2 we should be doing some­
thing which was not legitimate; for, since column 3 con­
tains an additional premiss (3), we have no guarantee that 
any line occurring in column 3 but not in column 2 is 
derivable from premisses (I) and (2) alone. 

For similar reasons if we wish to extend our column 1 
deduction beyond line (8) we must refer, in the application 
of our rules (other than CP), only to lines which occur in 
column I itself; and in general in extending a deduction 
by any rule other than CP we must not make use of any 
line which occurs only in some subsidiary deduction but 
not in the deduction itself. Indeed this principle applies 
to the use of CP too; in justifying the use of CP in a cer­
tain main deduction D we refer to certain lines and to acer­
tain subsidiary deduction S. S, of course, is not part of D 
but the lines to which we refer must be part of D itself. 
For example if in a main deduction D we write the justi­
fication line: 

1, 3, (1, 3, 5 f- 9) X 10 

the lines I and 3 must be lines of D itself, though of course 
the deduction (I, 3, 5 f- 9) is a subsidiary deduction and 
not part of D itself. 

An advantage of setting out our deductions in distinct 
columns is that these restrictions and the reasons for them 
are graphically obvious. If we wish to present a set of 
deductions, main and subsidiary together, in a single 
column we must adopt some means whereby it can be seen 
at a glance which lines belong to a deduction D itself and 
which only to a deduction subsidiary to D. Various good 
devices are in use. Here we shall use a method involving 
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boundary lines. We will explain this method in the course 
of the account which we now proceed to give of how a set 
of related deductions may be arranged in one column. We 
refer to the example which we have had earlier. The first 
step is to take the extreme right-hand deduction, i.e. 
column 3, and delete from it any formula which also occurs 
at the same level in column 2. This means that we delete 
lines (1) and (2) from column 3. Next we draw a horizontal 
line immediately under the conclusion (6) of the column 3 
deduction, and we join the left-hand end of this line to the 
downward stroke of the sign marking the subsidiary pre­
miss (3). This means that that part of the column 3 sub-

Colum11 1 Column 2 Colmmz 3 ,-Prx 1 
(1) [pvq]=>r 

Prx 2 
(2) s=> p 

Prx 3 
(3) s 

2, 3, MP x 4 
(4) p 

4 add x 5 
(5) pvq 

I, 5, MPx 6 
(6) r 

1,2,(1,2, 
3 I- 6) X 7 

(7) s=>r 

I , (I, 2 I- 7) x 8 
(8) [s=>p]=>[s=>r] 
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sidiary deduction which docs not duplicate column 2 is 
now partially bounded by a line. We now repeat this pro­
cedure in respect of the column 2 deduction. We delete 
any lines of column 2 which duplicate lines of column 1; 
we draw a horizontal line under the conclusion (7) of the 
column 2 deduction and join this line up to the sign mark­
ing the subsidiary premiss (2). What we now have is 
shown on page 84: 

To obtain a single column arrangement we now move 
column 3 horizontally across into the vacant place in 
column 2; this new column 2 in its turn is moved across 
into the vacant place in column 1. In the end we have the 
arrangement shown below with subsidiary deductions 
separated from main deductions by boundary lines. 

I
- Prx 1 

(1) [pvq]=>r 

Prx 2 
(2) s=>p 

Prx 3 
(3) s 

2, 3, MP x 4 
(4) p 

4, add x 5 
(5) pvq 

1, 5, MP x 6 
(6) T 

1, 2, ( 1, 2, 3 I- 6) X 7 
(7) s::> T 

1, ( 1, 2 I- 7) X 8 
(8) [s=>p]=>[s=>r] 
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What we have here is really a set of nested deductions, 
one main deduction, the original column 1, and two sub­
sidiary ones. We shall refer to the whole thing, however, as 
'a deduction'. It is intended of course that every deduction 
should be constructed from the beginning in a single 
column, the three-column arrangement having been used 
here merely for explanatory purposes. Every time that the 
rule of conditional proof is used we mark off with a boun­
dary line the subsidiary deduction on which it depends or 
rather that part of the subsidiary deduction which is not 
also part of the main deduction. When CP is used the 
subsidiary premiss is said to be discharged and the line 
which we draw under the conclusion of the subsidiary 
deduction may be called a discharge line. A deduction is 
said to be a deduction from its undischarged premisses to 
its last line. In our example we have a deduction from {1) 
which is the O!)ly undischarged premiss to (8). However, 
if we had stopped immediately after obtaining line (7) we 
should have had a deduction from {1) and {2) to (7); and 
if we had stopped immediately after (6) we should have 
had a deduction from (1), {2) and {3) to (6). 

Our deduction may of course be extended in numerous 
different ways. We will describe one possible extension 
which involves the introduction of a new premiss into our 
main deduction and another use of the rule of conditional 
proof. Our new premiss which we bring in as line (9) is the 
formula: r=> p. After adding this line to our main deduction 
we begin yet another subsidiary deduction with subsidiary 
premiss s=> r. We show this subsidiary deduction first of 
all in a distinct column 4. 
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Co/1111111 1 

1

-
Prx 1 

( 1) [pvq] => T 

Prx 2 
(2) s=> p 

Prx 3 
(3) s 

2, 3, MPx 4 
(4) p 

4, add x 5 
(5) pvq 

1, 5, MP x 6 
(6) T 

1,2,(1,2,3 f-6) 
X7 

(7) s=>r 

1, ( 1, 2 I- 7) X 8 
(8) [s=>p]=>[s=>r] 

I
-

Pr x 9 
(9) r-=:i p 

Column 4 

I
- Prx 1 

(1) [pvq]=>r 

Prx 2 
(2) s=> p 

Prx 3 
(3) s 

2, 3, MPx 4 
(4) p 

4, add x 5 
(5) pvq 

I,5,MPx6 
(6) T 

I, 2, ( 1, 2, 3 f- 6) 
X7 

(1) s-=:ir 

I , ( I , 2 I- 7) x 8 
(8) [s-=ip]-=i[s-=ir] 

1

-
Prx 9 

(9) r-=:ip 

1

-
Prx 10 

(10) s-=:ir 
10, 9, HS x 11 

(11) s-=ip 

In column 4 we have a subsidiary deduction from (1), 
(9) and (10) to (11). Since (1) and (9) occur in the main 
column I deduction we may apply the rule of conditional 
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proof and add line ( 12) [s=> r]::, [s=> p] to column 1. We 
show now the whole deduction arranged in one column 
and extended to a line (14). 

1

-- Prx 1 

(I) [pvq]=>r 

Prx 2 
(2) s=>p 

Prx 3 
(3) s 

2, 3, MP x 4 
(4) p 

4, add x 5 
(5) pvq 

1, 5, MP x 6 
(6) T 

1, 2, ( 1, 2, 3 I- 6) X 7 
(7) s=>r 

1, ( I , 2 I- 7) X 8 
(8) [s=> p]=>[s=>r] 

1

-
Prx 9 

(9) 7::, p 

Prx 10 
(10) s=>r 

10, 9, HS x 11 
(ll)s=>p 
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I, 9, {l, 9, IO I- ll)x 12 
(12) [s::>r]::>[s::ip] 

8, 12, conj x 13 
(13) [[s::ip]::>[s::>r]J.[[s::>r]::>[s::>p]J 

13 int (IX)X 14 
(14) [s::>p]=[s::>r] 

This sequence as a whole is a deduction to its last line 
(14) from the undischarged premisses (1) and {9). Down 
to line {12) or (13) it is a deduction from the same pre­
misses to the line in question. Down to line { 11) it is a 
deduction to ( 11) from the still undischarged premisses 
{1), (9) and {10). 

6. Use of the deductive method to prove logical 
truth. At the beginning of section 4 we showed that given 
propositions (or propositional forms) Pi, P2, ... , Pn, Q 
such that (i) 1& is greater than 1 and (ii) the argument (or 
argument form) 

(Z) Pi, P2, ... , Pn; therefore Q 

is valid, the argument (or argument form) 

(Z') P1, P2, ... , Pn-1; therefore Pn::> Q 

must be valid too. This consideration justified the rule 
of conditional proof as it has been applied hitherto, that 
is in cases where, in the subsidiary deduction (Pi, P2, ... , 
P n I- Q), n is greater than 1, or in other words where the 
subsidiary deduction has at least two premisses. We now 
turn to consider the possibility of applying the rule in the 
case where n= 1, i.e. where the subsidiary deduction has 
a single premiss only. 

Suppose that we have a deduction with a single undis­
charged premiss P1 and last line Q. Suppose this to be set 
out in a single column, column 1. 
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Column I 

1
-- Prx 1 

(1) P1 

(l) Q 

If we apply the rule of conditional proof in a way analogous 
to that adopted in certain cases in the previous section we 
should write in a distinct column O to the left of column 1 
a new line (l+l) Pi::, Q. The column O deduction can 
of course be extended in numerous different ways. We 
show below column 1 and column O with one additional 
line in column 0. 

Column 0 

(11-/)xl+l 
(l+l) P1:::, Q 

l+ 1 int (VII) x l+ 2 
(/+2) ~Q:::,~P1 

Column 1 

1

-- Prx 1 

(1) P1 

(l) Q 

We have now a subsidiary deduction with a single pre­
miss in column 1 and a main deduction in column O. The 
striking thing about the column O deduction is that it 
contains no undischarged premisses. What, if anything, 
we must now ask, is the significance of a deduction without 
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premisses? This question is not difficult to answer. The 
line p 1 => Q is obtained in column 0, where there are no 
premisses, by applying CP to the column 1 deduction 
which has Pi as its single undischarged premiss and Q as 
its last line. Now the column 1 deduction is, we arc of 
course assuming, properly constructed; hence the argu­
ment or argument form: 

(Z) P1; therefore Q, 

which has for premiss the sole undischarged premiss of 
that deduction and for conclusion its last line Q, must be 
valid. But if Z is valid the corresponding implication 

(Clz) P1=> Q, 

which is identical with the line obtained in column O by 
CP, must be a tautology. It is clear then that any line 
obtained by applying CP to a subsidiary deduction which 
has only a single premiss must be a tautology, i.e. a truth­
functional logical truth. Now it is easy to see that the first 
line of a main deduction that has no premisses can be 
obtained only in this way by CP. The first line then of 
such a deduction must be a tautology. Any subsequent line 
in a premiss-free deduction will be obtained either also 
by CP in which case it will also be a tautology or by the 
application to previous lines of some rule other than CP 
and the premiss rule. But all these rules are valid in the 
sense explained in section 1 (page 69), and it follows from 
this that when applied to tautologies they can yield 
only tautologies. Hence it is clear that not only the first 
but also every subsequent line of a deduction which 
has no premisses must be a tautology. We thus have 
a deductive method of establishing that a formula is a 
tautology. 

The account which we have just been giving of the 
deductive method of establishing tautology has been given 
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with reference to deductions in which main and subsidiary 
deductions are set out separately in distinct columns. This 
multiple-column arrangement is again adopted pur~ly_ for 
explanatory reasons and the normal arrangement 1s m a 
single column. The schematic deduction which we have 
been referring to may be set out in a single column thus: 

Pr x I 
(I) P1 

(l) Q 

(I 1-l)x l+I 
(l+I) P1::::;Q 

l+I, int (VII) x 1+2 
(/+2) ~Q::::J~P1 

We must now express the principle of our method in 
such a way that it can be easily applied to a single column 
deduction such as this. First we introduce the expression 
undischarged at linen. A premiss may be said to be undis­
charged at line n in a deduction if (i) it occurs in the 
deduction at or before line n and (ii) it is discharged, if at 
all, only after line n. Our principle may now be stated: 
a formula is a tautology if it occurs in a deduction as a 
line at which there is no premiss undischarged. 

This method may now be illustrated. If we take the 
deduction on page 85 down to line (8) and at that point 
by applying CP discharge the only undischarged premiss 
we have the following: 
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Pr x I 
( I)' [pvq] :::> r 

Prx 2 
(2) s=> p 

Prx 3 
(3) s 

2, 3, MPx 4 
(4) p 

4 add x 5 
(5) pvq 

l,5,MPx6 
(6) r 

1, 2, ( l, 2, 3 I- 6) X 7 
(1) s=>r 

1, ( 1, 2 f- 7) X 8 
(8) [s=>p]=>[s=>r] 

( 1 f- 8) X 9 
(9) [[pvq] :::> r] :::> [[s=> p] :::> [s=> r ]] 

At line (9) there is no undischarged premiss. Hence (9) 
[[pvq]=>r]=>[[s=>p]:::i[s:::ir]] is a tautology. 

7. Indirect deductions; reductio ad absurdum 
deductions. Hitherto the rule of conditional proof has 
been used in the following way: where we have wanted 
to obtain a formula, p:::, Q, which is an implication we 
have introduced P as a premiss and have then attempted 
to derive Q. If we succeed in doing this we discharge 
the premiss P and use CP to obtain P=> Q. However, we 
may also use CP where our main object is to obtain some 
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formula which is not an implication. Suppose that we wish 
to obtain a formula P. We may attempt to do this by first 
of all introducing ~ P as a premiss; if we arc then able 
to deduce P we may apply CP to obtain ~ P-=:i P. But 
~ p-=:, P is logically equivalent to P (Equivalence X); so 
we may use the rule of interchange to obtain P. Similarly 
of course if we wish to obtain ~ P we may begin by intro­
ducing P as a premiss; if we are then able to deduce~ P 
we use CP to obtain P-=:i ~ P, whence by interchange we 
obtain ~P. 

Deductions of this kind may be known as indirect ded11c­
tio11S. One special case of indirect deduction should be 
mentioned. When we have introduced a premiss P with 
the object of deducing ~ P and then applying CP one 
way in which we may obtain ~ P is through the medium 
of a contradiction. If using Pas a premiss we deduce two 
formulae Q and ~ Q one of which is the contradiction or 
negation of the other, we may then proceed as follows. 
First we may use the rule of addition: we apply this to 
Q and obtain the formula Qv~ P. We then apply to this 
formula and ~ Q the rule MTP and so obtain ~ P. 

Indirect deductions of this kind correspond to reductio 
ad absurdum arguments in informal reasoning and may be 
known as reductio ad absurdum deductions. 

We give now examples of indirect deduction. Example 1 
shows that the propositional form [[p-=:i q]-=:i p ]-=:i p is a 
tautology. In example 2 the reductio ad absurdum method 
is used; the deduction shows that the argument form: 

p-=:iq, p-=:i ~q; therefore ~p, 
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is valid. 
£:-..:ample 1 

' 
Prx 1 

(I) [p::iq]::ip 

Prx 2 

(2) ~P 

2, add x 3 
(3) ~pvq 

3, int (VIII) x 4 
(4) p::iq 

I, 4, l\IP x 5 
(5) p 

1,(l,2f-5)X6 
(6) ~p::>p 

6 int (X) x 7 
(7) p 

( 1 f- 7) X 8 

(8) [[p::i q]::, p]::, p 

E:"<ample 2 

1

-
Prx 1 

(1) p::iq 

I 
Prx 2 

(2) p::i ~ q 

Prx 3 
(3) p 

1, 3, MPx 4 
(4) q 

2,3,MPx5 
(5) ~q 

4, add x 6 
(6) qv~p 

6, 5, MTPx 7 
(7) ~P 

1, 2 ( 1, 2, 3 f- 7) 
X 8 

(8) p::i ~P 
8 int (X) x 9 

(9) ~P 

SUGGESTED READING 
Copi, I. M.: Symbolic Logic, chapter iii. 
Suppes, P.: Introduction to Logic (1957), chapter ii. 
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Chapter Five 

Part I: NORMAL FORMS 

1. Introduction. The third method of testing an argu­
ment or argument form for validity involves the use of 
what are called normal forms. There are several variants 
of the method differing from one another according to the 
kind of normal form that is used. We will describe a 
method involving the use of conjunctive normal forms, and 
we begin by explaining the sense we are here giving to this 
term. 

A formula is a conjunctive normal form (and is said 
to be in conjunctive normal form) if and only if it is 
either a disjunction of simple formulae or a conjunc­
tion of disjunctions of simple formulae. By simple 
formula is meant here a formula which is, or is the 
negation of, a truth-functionally atomic formula. 

We may illustrate this definition by giving some ex­
amples of formulae which are, and other examples of 
formulae which are not, in conjunctive normal form; in 
these examples and throughout the rest of this chapter 
we will denote the negation of an atomic formula a by 
putting a bar over the formula instead of using the functor 
~, i.e. by a rather than by ~ a. The following formulae 
are in conjunctive normal form: 

pvqvf, 
[rvq]. [pvrvs]. 

The first is a disjunction of simple formulae and the 
second is a conjunction of disjunctions of simple formulae. 
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On the other hand p is not in conjunctive normal form, 
nor is: 

[p.q]vf, 
or p.[qvr] 
or ~fivq. 

2. Use of conjunctive normal forms in testing for 
validity. The method of testing for validity or invalidity 
by means of conjunctive normal forms is based on two 
facts about such forms: 

(i) For every truth-functional formula F there can 
be found a formula in conjunctive normal form to 
which Fis logically equivalent. 

(ii) If a formula is in conjunctive normal form it is 
possible to tell at a glance whether or not it is tauto­
logous. 

Given these two facts the method can be easily understood. 
Let us suppose that we have an argument or argument 
form A which we wish to test for validity. We proceed as 
follows: 

(a) We find the corresponding implication CI A· 

(b) We find a formula CI' A in conjunctive normal form 
to which CI A is logically equivalent. 

(c) We discover by inspection whether or not CI' A is 
a tautology. If it is then A is truth-functionally valid; 
otherwise it is truth-functionally invalid. 

We will complete our account of the method by ex­
plaining (b) and (c) in more detail. (a) has, of course, been 
dealt with in chapter iii. 

(b) The process of finding a formula F' in conjunctive 
normal form which is logically equivalent to a given 
formula F is sometimes referred to as the process of 
red11ci11g F to co11j1111ctive normal form. \,Ve use this ter­
minology here. 
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\Ve may reduce a formula F to normal form by the 
following procedure. 

(1) Every compound P= Q, whether it is part or the 
whole of F, is replaced by P-::::J Q. Q-::::J P. 

(2) Every compound P-::::J Q which is not negated is re­
placed by ~ PvQ. 

(3) Every compound ~ [P-::::J Q] is replaced by 
P.~Q. 

(4) Every compound ~[P.Q] is replaced by 
~ Pv~ Q and every compound ~ [PvQ] is replaced by 
~ P. ~ Q. This step is repeated until we have a formula 
containing no negations of disjunctions and no negations 
of conjunctions. 

(5) Double negations arc eliminated and where P is 
an atomic formula ~ P is written as P. This may be 
done all at once at this stage but it will often be more 
convenient to carry it out piecemeal, partly at least at 
earlier stages·. 

We now have a formula F1 which either is a simple 
formula or is compounded by . and v out of simple 
formulae. 

(6) If F1 is not a simple formula or a conjunction of 
simple formulae we make replacements as often as 
necessary in accordance with the equivalences: 

[QvR] .P = P.[QvR] = [P.Q]v[P.R] 
[Q.R]vP= Pv[Q.R] = [PvQ] .[PvR]. 

together with the laws of association until we arrive at 
a formula in normal form. 

If F, is itself a simple formula or a conjunction of 
simple formulae P1.P2 .... . Pn, we obtain a normal 
form by inserting after each Pi the formula vPi. This 
obviously justified by the equivalence P=.[PvP]. 

In the application of this procedure various devices may 
be used to save unnecessary writing. In the following 
examples of the reduction of formulae to normal form 
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letters X, Y, Z arc used in an obvious way as temporary 
abbreviations for parts of formulae. 

Example 1 
(A) p::q.~[qvr] 

7r 
[p:::>q] .[q:::>p] .x 
[pvq].[qvp].[q.r] 

y 
[q.r] .[pvq]. Y 
[q.r.p]v[q.r.q].Y 

z 
[Zvq] .[Zvr] .[Zvq]. Y 
[qv[q .r .p]]. [rv[q. r .p]]. [qv[q. r .p]]. Y 

~)~~-@~-@~-~~-~~-~~-~~-~~ 
. [qvp]. [qvp]. 

A' is a conjunctive normal form equivalent of A. One 
may check easily that A and A' arc logically equivalent. 
The truth-table for A shows that A is true when p, q and r 
are all false but false in all other possible cases. By inspec­
tion of A' we can sec without difficulty that this is true 
of A' also. 

Let us now look at A' from a different point of view. 
Consider, for example, the last conjunct [qvp]. This must 
be false in any case in which q is true and p is false. But 
if the conjunct is false the whole formula is false. Hence 
we can see that A' is not a tautology. Now look at the 
conjunct fourth from the end, i.e. [qvq]. This formula is 
tautologous: there is no case in which it is false, because 
one or other of the disjuncts is bound to be true, and the 
truth of one disjunct is sufficient to make the whole con­
junct true. The presence of q and q as disjuncts in this 
formula is sufficient to render it a tautology whether or 
not these arc the sole disjuncts. ,vc can sec that it is 
possible to tell at a glance whether a conjunct of a normal 
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form formula is or is not a tautology: if it contains among 
its disjuncts P and P it is a tautology; otherwise it is not. 
Now if all the conjuncts are tautologies the whole formula 
is a tautology, but if any conjunct is not a tautology the 
whole formula is not a tautology. Since [qvp] is a conjunct 
of A' but is not a tautology A' itself is not a tautology; 
hence the equivalent formula A is not a tautology either. 

Since by reducing a formula to normal form we are 
able to find out whether or not it is a tautology we can, of 
course, do this for the corresponding implication for an 
argument and so discover whether or not the argument is 
valid. For example to test whether the following argument 
form: 

(B) ~[q=r]; therefore qv~r 

is valid we may first form: 

(CIB) ~ [q= r] ::::i [qv~ r] 

and then use the normal form method to discover whether 
or not Ch is a tautology. 

A reduction of CIB to an equivalent normal form CI'B 
is now shown : 

(Cln) ~[q=r]::::iqv~r 
-y-

~[[q::::ir] .[r::::iq]]::::iX 
~ [[qvr] . [fvq]] ::::i X 
[[qvr].[fvq]]vX 
Xv[[qvr].[fvq]] 
[Xvqvr].[Xvfvq] 

(CI'n) [qvfvqvr).[qvfvfvq]. 

The second conjunct in CI'B is not a tautology. Therefore 
Cl'B is not a tautology and so Cln is not tautologous and 
B is not a valid argument form. Consider however the 
argument form ' ' 

(C) ~[q=r]; therefore ~[q.r]. 
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We form: 

(Cle) ~[q=r]::, ~[q.r] 

and reduce it to a normal form CI'e• 

(Cle) ~[q=r]::::i ~[q.r] 
-SC-

~ [[q::, T]. [,::, q]]::, X 
[[q::,r] .[r::,q]]vX 
[[qvr].[ivq]]v[qvi] 

-y-
Yv[[qvr] .[ivq]] 
[Yvqvr] .[Yvivq]. 

(CI'e) [qvivqvr].[qvivivq]. 

Each conjunct in CI' e is a tautology; so CI' e and Cle are 
tautologies and C is a valid argument form. 

3. Theoretical use of normal forms. The method of 
normal forms is often in practice a rather tedious way of 
discovering whether or not an argument is valid. However, 
for theoretical purposes normal forms are frequently 
highly useful. For example, if one wants to prove some 
general statement S to be true of all possible truth­
functional formulae this may seem at first a formidable 
task. However, it may be possible to show that S holds 
for all normal form formulae. If this is so and it can also 
be shown (i) that if S holds for a given formula it holds for 
any formula equivalent to the given one and (ii) that every 
formula is equivalent to some formula in normal form 
then of course S must hold for all formulae. 

As an example we will show in outline at least how it 
may be proved that the deductive system which we studied 
in the last chapter is complete in the sense that every 
tautology may be deduced within it. From this, of course, 
it will follow that every truth-functionally valid argument 
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or argument form may be shown to be valid by a deduc­
tion within our system. 

Consider any formula F. In a full proof our first step 
would be to show that, whatever F is, a formula F' may 
be found such that (i) F' is in normal form and (ii) F' is 
logically equivalent to F. We set out earlier a six-stage 
procedure for reducing a formula to normal form; we 
take it for granted here that this procedure is universally 
effective; in the complete proof of which this is an outline, 
this point, of course, would have to be proved. 

Next we show how, when we have found for Fa logically 
equivalent normal form F', we are able if F is a tautology 
to show that this is so by means of a deduction within the 
deductive system of the last chapter. 

If F is a tautology the logically equivalent F' must be a 
tautology also. Hence F' will contain in every conjunct 
two mutually contradictory disjuncts P and P. We now 
show how F may be deduced within our deductive system 
in every such case. For each conjunct in F' we first deduce 
in our system a formula av · where a and a are two mutually 
contradictory disjuncts of that conjunct. This deduction is 
done thus: 

Prx l 
(1) ~a 

I add x 2 
(2) ~ava 

2 int (II) x 3 
(3) av~a 

3,l,MTPx4 
(4) ~a 

(I I- 4) x 5 
(5) ,....,,cx=:,,..,_,<X 

5 int (VIII) x 6 
(6) av~a 
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Having thus obtained o:vci for a particular disjunction D 
we use the rule of addition to obtain a disjunction D' 
which has the same disjuncts as D. We then use the rule 
of interchange in respect of the association and commuta­
tive laws (III, II) to rearrange the order of the disjuncts 
as often as is necessary until eventually we obtain D. In a 
similar way ,ve obtain each conjunct of F'. We now apply 
the rule of conjunction repeatedly until we obtain F' 
itself. Our next task is to retrace in the opposite direction 
the informal reductive procedure by which we got to F' 
from F. Since each step in this procedure was by substitu­
tion of equivalents in accordance with one of the equiva­
lences of our system it is evident that in a formal deduc­
tion we may reverse the process and, using the rule of 
interchange at each step in respect of the equivalence used 
at the corresponding step in the reduction, obtain a deduc­
tion which begins with F' and ends with F. It has already 
been shown, however, that we are able to obtain a deduc­
tion of F' (with no undischarged premiss). Putting the 
two together we have a deduction which shows that F is 
a tautology. All this of course holds for any tautology F. 
Thus we have shown how with the help of normal forms 
it is possible to prove an interesting completeness theorem. 

Part II: APPLICABILITY AND LIMITATIONS OF 
TRUTH-FUNCTIONAL LOGIC 

4. General remarks. In deductive reasoning we start 
with a certain piece or with certain pieces of information 
and go on to obtain other information. We do this by 
means of thought alone without observation or any kind 
of empirical inquiry. Or, alternatively, we convince our­
selves that if we were given certain information we could 
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obtain therefrom other information by means of thought 
alone. In formal logic we study ways in which deductive 
reasoning may be done correctly. A system of formal logic 
may be regarded as an instrument which enables us to do 
certain kinds of reasoning correctly or to check whether 
such reasoning has been done correctly in particular cases. 
Any such system is applicable directly only to reasoning 
involving arguments in which the propositions are of some 
standard type. Let us say that truth-functional logic is 
applicable directly only to arguments which contain and 
depend on the symbols which we have called truth­
functors. 

It is applicable indirectly to arguments which are in­
timately related to these in a way which will be described 
presently. \Ve must distinguish, however, between fields 
of reasoning in which truth-functional logic is by itself 
a sufficient instrument and others where though not suf­
ficient it is necessary or at any rate highly useful. As an 
example of the latter we may mention quantificational 
arguments which depend on notions corresponding to all, 
some, any and other related expressions. Many quantifica­
tional arguments contain an important truth-functional 
element and in the normal contemporary treatment the 
principles of truth-functional logic are used along with 
others specifically quantificational.1 There are indeed per­
haps few branches of logic in which truth-functional logic 
is not involved either explicitly or implicitly. Our present 
concern, however, is with the application, direct or in­
direct, of truth-functional logic where its methods alone 
are sufficient. \Ve should mention first perhaps that truth­
functional logic has possible uses of a technical kind. It 
can be used for example in the solution of problems con­
cerned with the design of various kinds of electrical cir­
cuit, though such problems in practice tend to be sub-

1 Quantificational logic is the subject of two monographs in this 
series. 
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mitted to the methods of the related discipline of Boolean 
algebra.1 However, we do not propose to discuss here the 
possibility of technical applications. We will consider 
instead a question of more general interest. 

Truth-functional logic is treated in many, though not 
in all, text-books of formal logic as being applicable, more 
or less without restriction, to such arguments of ordinary 
discourse as depend for their force on the words: not, if, 
and, or and their equivalents. On the other hand there are 
many people who, mainly as a result of doubts concerning 
the relationship of if and =>, would question the legitimacy 
of applying truth-functional logic to these arguments 
except perhaps in a few extreme and rather trivial cases. 
To what extent then is truth-functional logic in fact 
applicable to arguments of the kind described? This is a 
question about the applicability of truth-functional logic 
which it would be wrong to ignore. For on the answer to it 
depends, not indeed the existence of the subject, but its 
importance in relation to general education: is it on the 
one hand a subject of quite wide interest and significance 
or, on the other hand, is it, or is it akin to, one of those 
branches of mathematics which arc the concern of 
specialists only? 

We arc not able to deal here with every aspect of this 
question. There is one major problem as well as a number 
of relatively unimportant minor ones. We will attempt to 
isolate the major problem and will then confine our atten­
tion to it. 

5. Special terminology. The broad field with which 
our question is concerned is that of what we shall call 
ordinary discourse propositional arguments. We will define 
presently two groups of arguments: group I arguments 
and group II arguments, and we may say at once that what 
we mean by an ordinary discourse propositional argument 

1 Doolean algebra is the subject of nnother monogrnph. 
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is any argument which belongs to either group. Before 
defining group I we must explain the expression formal 
truth-functional argument. A formal truth-functional 
argument is one which depends for its force or plausibility 
entirely on the truth-functors ~, => , • , v, = . All the 
arguments which we have used as examples in chapters 
iii and iv have, of course, been formal truth-functional 
arguments in this sense. Now to every formal truth­
functional argument Zt there corresponds an argument Zs 
which can be constructed by making replacements 
throughout Zt as follows: ~ p is replaced by not p, p=> q 
by if p then q, p.q by p and q, pvq by p or q and P=q by 
p if and only if q. The or which replaces v must always be 
understood in the inclusive sense and the and which 
replaces . must have no temporal significance. Any argu­
ment Zs which can be formed in this way from a formal 
truth-functional argument Zt will be known as a stereo­
type argument. Zs and Zt will be referred to as corresponding 
arguments: it can be seen that to every formal truth­
functional argument Zt there corresponds a single stereo­
type argument Zs and that to every stereotype argument 
there corresponds a single formal truth-functional argu­
ment. The propositions which make up a formal truth­
functional argument will be referred to as formal truth­
functional propositions and those which make up a 
stereotype argument will be known as stereotype propo­
sitions. Each stereotype proposition Fs, of course, cor­
responds to a single formal truth-functional proposition Ft 
and conversely. An argument Z (with conjunction of pre­
misses P and conclusion C) will be said to have a stereo­
type counterpart if and only if there is a stereotype 
argument ZB (with conjunction of premisses PB and con­
clusion CB) such th~t PB has the same meaning as P and C

6 

has the same meanmg as C. It follows that every stereo­
type argument has a stereotype counterpart, namely itself. 
Of non-stereotype arguments some have stereotype coun-
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terparts and others not. We are now in a position to define 
our two groups of arguments: 

Group I arguments are those which have stereotype 
counterparts. 

Group II arguments arc arguments not belonging to 
group I of which the force depends entirely on some 
at least of the expressions not, 1f, and, or, if and only if 
and their equivalents. 

A complete discussion of the applicability of truth­
functional logic-to ordinary discourse propositional argu­
ments would involve consideration of some rather complex 
questions, for example, about whether arguments of cer­
tain types have or have not stereotype counterparts. Since 
such questions cannot be dealt with here we will confine 
our attention to group I. It will be argued that truth­
functional logic can be used in determining the validity 
or invalidity of any argument belonging to this group. If 
this is correct truth-functional logic has a useful and im­
portant application to ordinary discourse. 

6. Argument begins in support of the proposition 
that truth-functional logic is applicable to all group I 
arguments; lemma 1 and lemma 2. Truth-functional 
logic is applicable indirectly in a worthwhile way to all 
group I arguments if every group I argument Z satisfies 
the condition that there is a formal truth-functional argu­
mentwhich is valid if and only if Z is valid. Let us call this 
condition C. Since every group I argument which is not 
itself stereotype has a stereotype counterpart it is evident 
that if condition C is satisfied by all stereotype arguments 
it is satisfied by all group I arguments. It will now be 
argued that all stereotype arguments do in fact satisfy 
condition C. 

We begin by defining the notions of derivability and 
interderivability. A proposition Y is derivable from a pro-
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position X if Y can be inferred from X alone, i.e. if we can 
know that Y must be true if X is true no matter what other 
propositions we know to be true or false. X and Y arc 
intcrderivable if Y is derivable from X and Xis derivable 
from Y. We will use X--* Y to mean that Y is derivable 
from X and X ~> Y to mean that X and Y arc interderi­
vable. 

Our contention will be that any stereotype argument 
ZB satisfies condition C simply by virtue of the fact that Z8 

is valid if and only if the single corresponding formal truth­
functional argument Zt is also valid. Let P

8
, Pt be the con­

junctions of premisses of Z 8 and Zt respectively and let 
C8 and Ct be the respective conclusions. It is not difficult 
to see that Z

8 
is valid if and only if Zt is valid, provided 

· that the following condition Dis satisfied: (Condition D): 
PB~ Pt and CB~ Ct. We will now proceed to argue that 
in fact any stereotype proposition F 

8 
is interderivablc 

with the formal truth-functional proposition Ft to which 
it corresponds. 

Let F B be any stereotype proposition and let Ft be 
the formal truth-functional proposition corresponding to 
F B" Our argument that F 8 ~> Ft is based on two lemmas 
which refer to certain interderivability postulates. These 
are: (i) ~p~notp, (ii) p=>q~if p then q, (iii) p.q~ 
p and q, (iv) pvq~ p or q, (v) P= q~ p if and 011/y if q. 
The lemmas are: lemma I, if the interderivability postu­
lates are true then F8 ~ Ft; lemma 2, the interderivability 
postulates are true. 

The argument in support of lemma 1, though not 
entirely obvious, is not difficult. For reasons of space it 
cannot be given here but must be taken for granted; for­
tunately few people are likely to be inclined to dispute the 
truth of this lemma. In the case of lemma 2 postulates (i) 
and (iii) arc obvious and the main difficulties which might 
arise in connexion with (iv) and (v) arc dependent on 
difficulties connected with (ii). We will therefore assume 
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that all the postulates arc true if (ii) is true. Our argument 
in support of lemma 2 will consist solely of an argument 
in support of the interderivability of p-=:i q and if p then q. 
The relationship between if and -=:i is in fact the crux of 
the whole topic of applicability. Section 7 will be devoted 
to a discussion of this relationship and will include in its 
early part a certain amount of material not strictly neces­
sary to our argument in support of lemma 2 which itself 
extends to the last page of the book. 

7. Relation between if and -=:i: preliminary dis­
cussion. Many people regard if as being essentially non­
truth:..functional in its use and are bewildered by the 
suggestion that it can be defined by the truth-table for -=:i 
or that an if-then statement is true always and only when 
the corresponding -=:i statement is true. The same sort of 
puzzlement does not arise in connexion, for example, 
with or and v or with and and .. Although there may be 
doubt about the interderivability in general of or and v 
the point of assigning to or the truth-table for v is easily 
understood; for it is recognized that or, even if it may not 
always be used truth-functionally, is at least sometimes 
used truth-functionally in the way suggested. But with if, 
on the other hand, the position is quite different. An if­
then statement is regarded as essentially asserting a con­
nexion of some kind between antecedent and consequent; 
as we shall see later this appears incompatible with truth­
functionality; consequently if unlike or and and is thought 
not to have a truth-functional use at all. Now whatever 
the truth may be about the relation between if and -=:, I 
think that at least this extreme view that there can be no 
natural truth-functional use of if is very hard to defend 
although one can quite see how people come to adopt it. 
I shall begin by giving an example of a situation in which 
it seems quite natural to interpret if truth-functionally in 
accordance with the truth-table for -=:,. 
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Our example relating to a truth-functional use of if will 
be preceded for the sake of comparison by an analogous 
one concerned with and. Let us suppose that it is a condi­
tion for appointment to a certain post that the candidate 
should be over twenty-one and a graduate. If a certain 
candidate Robinson is to be regarded as satisfying this 
condition it must be the case that: 

(i) Robinson is over twenty-one and Robinson is a 
graduate. It will be convenient to use abbreviations; we 
shall put T for Robinson is over twenty-one and G for 
Robinson is a graduate. (i) thus becomes: 

(i) T and G. 

We shall call (i), in the present context, the qualification 
statement. Now there are four possibilities about truth­
values for the propositions T and G. In one of the pos­
sible cases, namely T and G both true, Robinson satisfies 
the condition; in the other three cases he fails to satisfy 
it. But also in the first case, T and G both true, the quali­
fication statement (i) is true and in the other three cases 
the qualification statement is false. Thus the qualification 
statement is true if and only if Robinson satisfies the con­
dition. We may set all this out in a table: 

Table I 
Condition Truth-value of 

T G satisfied qualification 
statement (i) 

-
I I Yes I 
I 0 No 0 
0 1 No 0 
0 0 No 0 

On the other hand there might be a different condition 
of appointment namely that if the candidate is over twenty-
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one he should be a graduate. If Robinson is to be regarded 
as satisfying this condition it must be the case that 

(ii) If T then G. 

(ii) is in this case the qualification statement. Again there 
are four possibilities about truth-values for T and G. In 
the first case where T and G arc both true clearly Robin­
son satisfies the condition; in the second case, where T 
is true but G is false, he fails to satisfy the condition; in 
the third and fourth cases, in both of which Tis false, he 
satisfies the condition simply by not being over twenty­
one; for clearly he either satisfies or fails to satisfy it and 
he cannot fail to satisfy it unless he is over twenty-one. 
Thus Robinson fails to satisfy the condition in the second 
case, where T is true and G is false, but satisfies it in all 
the other possible cases. Now what about the truth-value 
of the qualification statement? Surely, just as in the pre­
vious example, we must say that this statement is true if 
Robinson satisfies the condition and false if he fails to 
satisfy it. But, if so, the use of if in (ii) is truth-functional. 
For all we need to know about T and G in order to know 
whether the condition is satisfied or not are their truth­
values. Further, the truth-table for if in this case will be 
exactly the same as the truth-table for => • Again a table 
brings these points out clearly: 

Table II 

Condition Truth-value of 
T G satisfied qualification 

statement (ii) 

1 1 Yes 1 
I 0 No 0 
0 1 Yes 1 
0 0 Yes I 
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8. Argument against the interderivability of if 
and =:,. The paradoxes. The example we have just been 
using does, I think, show that there arc some occasions 
at least on which it would be natural and not just perverse 
to use if in a purely truth-functional sense. However, it 
by no means follows from this that in general if is used 
in a way in which if and => are interderivable, and in fact 
very plausible arguments can be adduced in support of 
the contrary view that, at least as a general rule, if and => 
are not interderivable. These arguments have their focus 
in what have been called the paradoxes of implication or 
of material implication and these we will now explain. 

It can be seen from the truth-table for => that the pro­
position p=> q, which is said to assert the material implica­
tion by p of q, is false when pis true and q is false but true 
for all other possible values of p and q. Another way of 
saying exactly the same thing is to say that p=> q is true 
if p is false or q _is true but otherwise it is false. In other 
words if a certain proposition p is false then whatever 
proposition q may be the proposition p=> q is true; and 
again if q is a true proposition then whatever proposition p 
may be p=> q is true. Now if we replace => by if-tlzen the 
sentence we have just written will read ' . . . if a certain 
proposition pis false then whatever proposition q may be 
the proposition if P t/zen q is true ; and again if q is a true 
proposition then whatever proposition p may be the pro­
position if p t/zen q is true'. This sentcne:e now expresses the 
so-called paradoxes of material implication. They may also 
be put in rather different language: if p=> q is taken to 
assert that p implies q the paradoxes are that a false pro­
position implies any proposition and a true proposition 
is implied by any proposition. One or two examples will 
make it clear why these assertions are described as para­
doxical. _The proposition Dan~·ez Defoe lived in the fifteenth 
century 1s false ; hence accordmg to those assertions if we 
take any other proposition whatever, say for example, 
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Atlc11 will land 011 tlze moon before 1970 the compound 
proposition: 

(iii) If Daniel Defoe lived in the fifteenth century 
then men will land on the moon before 1970 

is true. Again the proposition Daniel Defoe lived in the 
fifteenth century is said to imply the proposition Men will 
land 011 the 1110011 before 1970. These statements are para­
doxical because ·as many people understand the word if 
the proposition (iii) cannot be true unless there is some 
connexion between the proposition Daniel Defoe lived in 
tlze fifteenth century and the proposition about men landing 
on the moon; there is obviously, it seems, no connexion 
and yet if the interderivability of if and => is allowed the 
proposition (iii) is true. 

To take another example, relevant this time to the 
second paradoxical assertion, the proposition 2+2=4 is 
true. It follows, according to the second assertion, that the 
proposition: 

(iv) If Cicero was a poet 2+2=4 

is true. But again there seems to be no connexion between 
the proposition that Cicero was a poet and the proposition 
that 2+2=4; for this reason it seems very queer to call (iv) 
a true proposition. 

These paradoxes are the basis of the main argument 
against the interderivability of if and =>. They are also 
the basis of the main argument against the synonymity of 
if and ::, . This distinction must be explained before we go 
further. Propositions X and Y, as we have seen, are inter­
derivable if and only if each of them can be inferred from 
the other alone. On the other hand X and Y are synonymous 
propositions if and only if they have the same meaning­
or perhaps strictly we should say, if every sentence which 
expresses the proposition X has the same meaning as every 
sentence which expresses the proposition Y. 
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Now let us formulate briefly the arguments, based on the 
paradoxes, against interderivability and synonymity re­
spectively. Argument against interderivability. There is 
some kind of connexion the existence of which between 
p and q is a necessary condition of the truth of if p tlzen q 
but is not a necessary condition of the truth of P::J q. 
Therefore it is possible for P::J q to be true when if p then q 
is false; and so if and ::J are not interderivable. Argument 
against synonymity. There is some kind of connexion 
which is part of the meaning of if p then q but is not part 
of the meaning of p::J q. Therefore if and ::J arc not 
synonymous. 

In the next section we put forward an argument in 
support of intcrederivability. Part of our contention will 
be that the only kind of connexion which can plausibly 
be held to be a necessary condition of the truth of if p 
then q is also a necessary condition of the truth of P::J q. 
If this is corre_ct, the argument stated above against inter­
derivability is destroyed; for its premiss, despite the para­
doxes, must be false. However, in case there should be 
misunderstanding it should be said that our argument for 
interderivability will not, by itself at least, destroy the 
argument against synonymity. Interderivability is not in 
general incompatible with non-synonymity. Consider the 
following propositions: 

(A) The winner was the tallest and James was the 
winner. 

(B) The winner was the tallest and James was the 
tallest. 

These two propositions are interderivable but they are not 
synonymous. 

Before we leave the subject of the paradoxes it ought I 
think to be pointed out that they are rather misleadingly 
described as paradoxes of material implication. To describe 
them thus is to suggest that the paradoxes concern the 
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functor ::, in itself, and that paradox is involved, not 
merely in calling (iii) and (iv) true propositions, but even 
in calling the following proposition (v) and (vi) true: 

(v) Daniel Defoe lived in the fifteenth century 
::, Men will land on the moon before 1970. 

(vi) Cicero was a poet ::, 2+2=4. 

This would be a mistake. The functor ::, has no mean­
ing except what is defined by the relevant truth-table. 
From the truth-table for ::, together with the falsity of 
the antecedent of (v) and the truth of the consequent of 
(vi) the truth of (v) and (vi) necessarily follows and there 
is no paradox whatsoever. \\7hat paradox there is arises 
only from taking ::, and if-then to be interderivable or 
synonymous. 

9. Completion of argument in support of lemma 2: 
argument for interderivability. To show that if 
and ::, arc interderivable we have to establish both the 
derivability of ::i from if and the derivability of if from ::, ; 
i.e. we have to establish both that (i) p::i q is derivable 
from if p and q and that (ii) if p then q is derivable from 
p::, q. The derivability of ::i from if hardly needs any 
proof; for everyone would agree that when if p then q is 
true it cannot be the case that p is true and q is false. But 
if it is not the case that p is true and q is false we know 
from the truth-table for ::i that p::i q is true. But that if p 
then q is derivable for p::i q certainly does require to be 
argued and to this we now proceed. 

We said in section 8 that the existence of a certain con­
nexion between p and q is commonly believed to be a 
necessary condition of the truth of if p then q. We have 
been regrettably vague about this connexion and we must 
now inquire what its character is. At first thought we 
might perhaps be inclined to say that the connexion is 
simply that q is derivable from p. This works all right for 
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some cases; for example if p is No Frenclzme,z were saved 
and q is No one who was saved was a Frenchman then in 
the if-then proposition: 

(i) If no Frenchmen were saved no one who was 
saved was a Frenchman, 

q is certainly derivable from p. However, the suggestion 
in its present form does not always work. For if p is for 
example Smith is taller than Jones and q is Smith is taller 
than Robinson then in the if-then proposition: 

(ii) If Smith is taller than Jones Smith is taller than 
Robinson, 

q certainly cannot be derived from p (i.e. inferred from p 
alone). Yet (ii) is a very everyday sort of if-then proposi­
tion which may well be true and which any theory must 
be able to account for. Let us for the moment confine our 
attention to (ii), re_ferring to the antecedent asp and to the 
consequent as q. Although q cannot be inferred from p 
alone it can be inferred from p together with the propo­
sition, 

(iii) Jones is at least as tall as Robinson. 

Now it might perhaps be thought that (ii) can be true if 
and only if (iii) is true and that the connexion which is a 
condition of the truth of (ii) is simply the relationship 
asserted in (iii) or at least is based on this relationship. 
However, this cannot be right. Certainly (ii) will be true 
if (iii) is true but not only if (iii) is true. It is not difficult 
to think of an example to demonstrate that (ii) can be true 
even if (iii) is false. For example, if the following three 
propositions were true: 

(iv) Every member taller than Jones is red-haired; 
(v) Every red-haired member is taller than Robin­

son; 
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( vi) Smith is a member; 
the proposition 

(ii) If Smith is taller than Jones Smith is taller than 
Robinson 

would also be true. But (iv), (v) and (vi) could quite well 
all be true even though (iii) were false; for example if 
Smith and Jones are the only members, Smith is red­
haired and Jones not, and Smith, Robinson and Jones are 
respectively 6 ft., 5 ft. and 4 ft. tall then (iv), (v) and (vi) 
are true but (iii) is false. Hence in this case (ii) is true 
though (iii) is false. In other words the truth of (iii) 
though a sufficient is not a necessary condition of the truth 
of (ii). But the connexion about which we are inquiring 
has to be a necessary condition of the truth of if p then q. 

From this suggestion we may pass on to one that is more 
promising. Perhaps the condition for the truth of if p 
then q is not that there should be a specified true proposi­
tion (as e.g. (iii) in our last example) from which together 
with p q is inferrible but simply that there should be some 
true proposition or propositions from which together 
with p q is inferrible. We may formulate this condition as 
follows: 

(Condition E.) There is a set S of true propositions 
such that q is inferrible from p together with S. 

The effect of this condition may be illustrated by reference 
to our previous example. If (iii) is a true proposition then 
there is a set S of true propositions, namely the set con­
sisting of (iii) itself, such that q is inferrible from p to­
gether with S. Thus condition Eis satisfied. On the other 
hand if (iii) is not true the condition may still be satisfied; 
for example if propositions (iv), (v) and (vi) are true there 
is a set S of true propositions, namely the set consisting 
of these three propositions, such that q is inferrible from p 
together with S. Thus condition E is again satisfied. We 
can imagine of course many different ways besides these 
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two that we have mentioned in which condition E might 
be satisfied for this particular example. 

It seems to me that, whatever propositions p and q 
may be, condition E is a sufficient and necessary condition 
of the truth of if p then q. I think it is sufficient because I 
think that in any case in which we believed that a set S 
existed as specified we should be prepared to assert if p 
then q and I think it is necessary because I think that in 
any case in which we believed that no such set existed 
we should be prepared to deny if p then q. It is to be under­
stood of course that in a case in which q is inferrible from 
p alone the condition E is satisfied in that S may then be 
taken to be any set of true propositions whatever. If we 
may refer to an earlier example in which p was the pro­
position, No Frenchmen were saved and q was the propo­
sition, No one who was saved was a Frenchman we see that 
in the case of the proposition 

(i) If no Frenchmen were saved then no one who was 
saved was a Frenchman, 

the condition E is satisfied because since q is inferrible 
from p alone it is inferrible from any set S of true pro­
positions together with p. 

We take it then that condition E is a sufficient and 
necessary condition of the truth of if p then q; and we now 
return to the question of the relationship between zf p 
then q and p~ q. Now q can certainly be inferred from p 
and p~ q. Accordingly if p~ q is true there is a set S of 
true propositions, namely the set consisting soldy of the 
proposition p~ q, such that q is inferriblc from p together 
with S. It follows that if p~ q is true condition E is satis­
fied. But if condition E is satisfied zf p then q is true. 
Consequently, if we arc able to know that the proposition 
p~ q is true we are able to know that the proposition if p 
then q is true also whatever other truths or falsehoods 
there may be. That is to say if p then q is derivable from 
p~ q. But we have already seen that p~ q is derivable 
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from if p then q. It follows that the propositions if p then q 
and p=> q are interderivable. 

This completes the argument in support of lemma 2. 
It follows from lemmas 1 and 2 that any stereotype 
proposition F

8 
is interderivable with the corresponding 

truth-functional proposition Ft· It is immediately obvious 
that it follows from this that condition Dis satisfied for any 
stereotype argument Z8 , and if this is so truth-functional 
logic is applicable to all arguments of group I. 
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LIST OF ABBREVIATIONS 
Add 
CIF 

Conj 
CP 
ES 
HS 

Rule of addition 
Implication correspond-

ing to F 
Rule of Conjunction 
Rule of conditional proof 
Explanatory Supplement 
Rule of hypothetical 

syllogism 

Int 
Simp 
MP 
MT 
MTP 
Pr 

Rule of Interchange 
Ruic of Simplification 
Modus po11e11s 
Mod11s to/lens 
Modus tollendo ponens 
Premiss rule 

INDEX OF DEFINITIONS 
References are to pages on which symbols or terms are defined or 
otherwise explained. 

I. SYMBOLS 

(i) Symbols used 

~ (1),29,31,33,41 -. 29, 96 

(2), 29 

v, 29, 32, 33, 41 

• , 29, 32, 33, 41 

::::>, 29, 32, 33, 41 

=, 29, 32, 33, 41 

➔ (I), 70 

(2), 108 

(3), 29 

~. 108 

c, 30 

&, 29 

+, 30 

A, 29 

B, 30 

C, 29 

E, 29 

T(11 ), T(io), •.. , 19 f., 24 ff. 

T (1111 ), T (1110 ) , ••• , 20 f., 24 ff . 

(I 1), (IO), ... , 21, 24 ff. 

(1111), (1110), ... , 21, 24 ff. 

,. 60 

x, 72 

r. 64 

1-, 78 

(ii) Other symbols ref erred to 

K, 29 

N, 29 

t, 30 

I, 30 

:p, 30 

$, 30 

¢ 30 
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II. TERl\'1S 
Addition, 71 
Affim1ing the consequent, 53 
Alternation, 26 
Antecedent, 51 
Antecedent line, 66 
Argument, 1 ff. 
Argument form, 5 ff. 
Argument of a function, 18 
Assertion, 25 
Associated component, I 0 
Associated truth-function, 22 
Association, laws of, 75 

Commutation, laws of, 75 
Compound proposition, 11 
Conditional proof, rule of, 77-9 
Conclusion, 1 ff. 
Conjunction, 27, 71 
Conjunctive normal form, 96 
Consequent, 51 
Consequent line, 66 
Constant, 9 f., 15 f. 
Constant function, 24, 25, 26 
Converse implication, 27 
Converse material implication, 

27 
Corresponding argument, 106 
Corresponding implication, 52 
Corresponding t~th-functor, 

29, see also Associated truth­
function 

Deduction, 63, 86 
Deduction line, 71 
Deduction without premisses, 

90 f. 
Deductive system, 63 
De Morgan's laws, 75 
Denying the antecedent, 53 
Derivability, 107 f. 
Derivable, 107 f. 
Discharge line, 86 
Discharge of premiss, 86 
Disjunction, 26 
Distribution, laws of, 75 
Distribution of truth-values, 44 
Distribution rule, 6 

Domain, 18 
Double negation, law of, 75 
Dyadic, 18 

Elementary truth-table, 31 
Equivalence, 27 
Exclusive sense of or, 33 n. 
Exemplification, 6 
Explanatory supplement, 65 
Exportation and importation, 

law of, 75 

Fallacious hypothetical syllo-
gism, 53 

Falsum, 25 
Form, 5 ff. 
Formal deduction, 63 
Formal truth-functional argu-

ment, 106 
Formula, 56 

Group I argument, 107 
Group II argument, 107 

Hilbert-Ackermann notation, 29 
Hypothetical syllogism, 71 

Implication, 27 
Identity function, 25 
Inclusive sense of or, 33 n. 
Indirect deduction, 93 f. 
Interchange, rule of, 74 f. 
lnterderivability, 107 f. 
lnterderivability postulates, 108 
Interderivable, I 07 f. 

Justification line, 71 

Line of a sequence, 63 
Logical equivalence, 56 f. 
Logical law, 55 
Logical truth, 55 
Lower line functor. See Lower 

row functor 
Lower row functor, 25 
Lukasiewicz notation, 29 
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Main deduction, 80 ff. 
Main line, 71 
Material equivalence, 27 
Material implication, 26 f. 
Matching, 59 ff. 
Modus ponens, 70 
Modus tollendo pone11s, 63, 71 
Modus tolle11s, 63, 71 
Monadic, 19 

n-adic, 18 

Natural deductive system, 70 
Negation, 25 
Normal form, 96 

Ordinary discourse proposi­
tional argument, 105 f. 

Paradoxes of material implica-
tion, 112 

Peano-Russell notation, 29 
Premiss, 1 ff. 
Premiss rule, 63, 70 
Proposition, I f. 
Propositional form,· 16 
Proposition former, 10 

Qualification statement, 110 

Range, 18 
Reducing to conjunctive nor­

mal form, 97 
Reductio ad absurdum deduc-

tion, 93 f. 

Sentence, I f. 
Sheffer's function, 30 
Sheffer's stroke, 30 
Simple formula, 96 
Simplification, 71 
Specification, 74 f. 
Stereotype argument, 106 
Stereotype counterpart, 106 

Subsidiary deduction, 80 ff. 
Supposition, 82 
Synonymity, 113 
Synonymous, 113 

Tautologous, 54 f. 
Tautology, 54 f. 
Transposition, law of, 75 
Truth-equations, 40 f. 
Truth-function, 17 ff. 
Truth-functional argument 

form, 14 f. 
Truth-functional constant, 15 
Truth-functional logic, 9, 14, 

16 
Truth-functional proposition, 

17 
Truth-functional propositional 

form, 17 
Truth-functional operator, 15 f. 
Truth-functional validity, 9 
Truth-functional, with respect 

to a set of component propo­
sitions, 39 f. 

Truth-functionally atomic, 40 
Truth-functionally compound, 

40 
Truth-functor, 16, 21 f. 
Truth-table, 31 f. 
Truth-value, 14 
Type rule, 6 ff. 

Undischarged at line n, 92 
Upper line functor. Sec Upper 

row functor 
Upper row functor, 25 

Valid argument, 9 
Valid argument form, 8 f. 
Valid rule, 69 
Value ( = truth-value), 14 
Value of a function, 21 
Variable, 6 
Verum, 25 
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