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. ROSS A. BEAUMONT 6) I 
l. Introduction. If a eet R is cloeed with respect to two operations, 

addition ( +) and multiplication ( •) and if R is an additive abelian 
IJ'OUp with rapect to addition, then it is an exercise in elementary 
algebra to show that the distributive laws of multiplication with 
respect to addition imply the general distributive law 

(l) · (to,)·( t b1) - }: a,·b1 
C-l J-l 4./-l 

for all poeitive inteeera m, n, and that 

(2) 0 . 0 - 0- 0 - 0 for all a ER. 

' We investigate here the implications connecting (1), (2) and the 
· ordinary distributive laws. For this purpose it is convenient to make 

the following definition. .., 
· DBPUOUON t. An additive abelian group R, closed with respect to 

multiplication, is called an (m, n)-distrilnuitle ring if identity (1) is 
aatiafied for 6xed integers m ~ 2, n ~ 2 and for all a,, b,ER. 

• 1 By a ring, we mean a ·not necessarily associative ring. Thus a 
, 'ring ia (m, n)-distributive for every m, n. The following simple exam
ple shows that an (m, ts)-distributive ring is not necessarily a ring. 

ExAMPLB 1. Let ( u} be an additive cyclic group of order 3, and 
, .de~ne the product of every pair of elements to be u. Then (a,+ai) 

·(K+bs)_.-u, and a,•b,+a,·bs+ai·b,+ai·bs=4u=u, so -that lul is 
C?, 2)-distributive. Since O • O-= u ¢0, ( u l is not a ring. 

o I 

~ : 2. Algebraic identities. We list some immediate consequences of 
JOefibition 1. The element O ·O in an (m, n)-distributive ring will be 
~not.ed by•· 

! f ·R is an (m, nl-diatributive ring, then we have: 
\ _I,. (mn-1)1-0; in particular I has finite additive order. 

P~F, . . 

_.,,. summands n summands 

• - 'O · O • (0 + 0 + , • ~ + 0) · (0 + 0 + • • , + O) - mn O · 0 = mn1 . 

. •• JI; ;C•~t)~ ·O=-(n-1)1 an9 (m-l)O•a-(m-1)• for all aER. 
+ _, • • - • • • • , , 

,,_tat to the Sodety,Janiwy 29, 1'51,received by the editora )fay 14, 195&. 
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PROOF. 

. • n 
o·O-(a+o+ · · •+O)·(O+o+ ·· ·+O)=-na·O+(•-l)a 

- n o·O - (n - l)s + (mn - t)a - n a·O - (11 - l)s. 

The other identity is obtained similarly. 
It follows from I and II that if a-0~0 or 0-a~O for some aER, 

then the additive group of R is not torsion-free. 
III. (a+b)·c==a•c+b·c-O•c, and a·(b+c)=a·b+a•c-a•O for 

all a, b, cER. 
PR.ooF. Since m ~ 2 and n ~ 2, we can write 

(o+b)·c= (a+b+o+ .• •+O)·(c+u+ • • •O) 

- a·c + b·c + (n - l)a·O + (n - l)b·O + (m - 2)0·c 

+ (m - 2)(n - 1),. 

By II, (n-t)a·O=(n-1),:, (n-l)b·O=(n-1),:, and (~n-2)0·c 
+O·c-= (m-t)O·c= (m- l)s. Therefore 

(a+ b)·c - a·c + b·c 
'fil, 

+ (n - 1 + n - 1 + m - 1 + mn - m - 2n + 2)1: - 0 · c 

- a·c + b·c - O·c + (mn - 1), == a·c + b·c - O·c by I. 

The other identity is obtained similarly. 
IV. (-a)·b=-(a·b)+2 O•b; a · (-b)= -(ti·b)+2 a·O; and 

(-a)•(-b)=a·b-2 a•0-2 O·b+4t:. 
These identities are obtained from the quasi-distributive laws 111 

by the routine arguments used above. 
Aa a consequence of the above identitil:;;, we obtain the following 

relations between (1), (2), and the ordinary distributive laws. From 
I II we obtain 

THEOREM 1. An (m, n)-distributifle ritig R is a ring if and only if 
a·O=O·a~Ofor all aER. 

& a consequence of the remark following II, and Theorem 1, we 
obtain 

THEOREM 2. If the additive group of an (m, n)-distributive ring R is 
torsion-free, thn R is a ring. 

THEOllBM 3. There exist positive integers m, n, s, t such that 
(i) R is an (m, n)-distributive ring, 
(ii) R is an (s, t)-distribvtive ring, 

· (lii) (mtJ-1,6'.-1)-=1, (m-1, s-1)=1, and (n-1, t-1)=1, if 
and only if R is a ring. 
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PaooF. If there exist integers satis(ying the given conditions, then 
by I, z ... o, and by JI a·0=0•a=0 for all aER. By Theorem 1, R is 
a ring. 

There exist positive integers m, n, s, t greater than 1 which satisfy 
{iii), e.g. m=n=s=2, t=3. If Risa ring, R is (m, n)-distributive for 
all m, n so that (i) and (ii) are satisfied. 

3. The structure of (m, n)-distributive rings. An ideal / in an 
(m, n)-distributive ring R is a subgroup of the additive group of R 
such that raEI and arEI for all rER, aEI, A principal ideal (a) is 
the intersection of ~111 ideals in R containing a. The ideal (0) need not 
consist of the element O alone, and it ill possible that (0) = R, as is 
the case in Example 1. Since an ideal / is an additive group, /::::>(O) 
for all ideals in R. It is immediate that (0) = (a·O) = (O·b) = (z) for 
all a, bER. 

THEOREM 4. Let I be an ideal in R, and write rss mod I if r-sEI
The relation a is a congruence relation on R. 

'IL 

PROOF. The equivalence classes of the relation = are the cosets of 
I in R, where I and Rare regarded as additive groups, so that = has 
the substitution property Co: addition. Let r'sr mod I ands' 
•s mod I. Then r' =r+i1, s' =s+i2, where i1, i,EI. Using III, we 
have 

r'·s' = (r + i1) : (s + i1) = (r + i1)·s + (r + i1)·i1 - (r + i1)·0 

== r·s + i1·s - O·s + r·i2 + i1·i2 - O·it - (r + i1)·0. 

Since I is an ideal in Rand OE/, r' ·s' sr-s mod I. Hence !E has the 
substitution property for multiplication. 

It follows from Theorem 4, that the cosets of I in R form an 
(m, n)-distributive ring R-1 with operations defined l,y (r+I) 
+(s+I) =-(r+s)+I and (r+I) · (s+I) =r ·s+I, and that R-l i'3 a 
homomorphic image of R. If Sis a set with two operations which is 
a homomorphic image of an (m, n)-distributive ring R, then S is an 
(m, n)-distributive ring; the image of an ideal rcR· is an ideal in S, 
and the complete.inverse image of an ideal JCS is an ideal in R. U 
(/, is a homomorphism of R into S, then 4>(0) is the zero of S but the 
complete inverse image of 4,(0) is not necessarily an ideal in R. This 
leads to the following definition. 

DEFINITION 2. The kRrnel of a homomorpl.bm 4>: R-S is the com
plete inverse image of the ide.al (q,(O)). 

If I is the kernel of 4,: R ➔Sand(/, i11 onto, then R-l is isomorphic 
to S·-(4>(0)) under the correspondence r+I-4>(,)+(cl>(O)). 
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The direct sum RfBS= {(r, s)lrER, sES}. with componentwise 
definitions for the operations, is an (m, n)-distributive ring if R and 
S are (m, n)-distributive rin6s. 

V. The subset { (0, s) I sES} of RfBS is an ideal isomorphic to Sin 
R(f)S if and only if Risa ring. 

PROOF. If Risa ring, (r, s1)·(0, s1)=(r•0, s1 · s1)=(0, s1-s1) and 
(0, s2) · (r, s,)=(0, S1 · S1) so that {(o, s) lsES} is an ideal in Rms 
which is isomorphic to S. Conversely, if { (0, s) I sES} is an ideal, 
(r·0, s,•s,) and (O·r, s1·s1) are in {(0, s)lsESJ. so that r ·O-=O•r 
=0ER for every rER. By Theorem 1, Risa ring. 

THEOREM 5. Let I be an ideal in R. Then R- I is a ring. 

PROOF. Using III, we · obtain (r+s) fcar•t+s·t mod I since 
0·tEI. Similarly r· (s+t) ar•s+r·t mod I . 

By Theorem 1, if the ideal (0) consists of the element O alone, then 
R is a ring. This leads to the following definition. 

DEFINITION 3. R is called a,tJ/}roper (m, 11)-distributivc ring if the 
ideal (O) does not consist of the element O alone. The ring R-(0) is 
called the associated ri,,g of R. 

The question arises as to whether every ring is the associated ring 
of some proper (m, n)-distributive ring. This is answered by the 
following theorem. 

THEOREM 6. The mapping R-+R- (0) is a mapping of the set of all 
,Proper (m, n)-distributive rings onto the set of all rings. 

PROOF. By Theorem 5, R- (0) is a ring for every (m, n)-distribu
tive ring R. Let <R be a ring. There exists an (m, n)-distributive ring 
S such that S = (0). Let S+ = { 0, z, 2z, · · · , (mn-2)z J be the cyclic 
group of order (mn-1), and define multiplication by a·b=z for all 
a, bES+. Then for .... 

L a,·b1 = mm:. 
,.;-1 

But mnz = z, so that S is an (m, n)-distributive ring. Further S = (~) 
= (O). By V, { (0, s) I sESJ is an ideal in <R(f)S which can be identified 
with S. It is clearly the zero ideal of CREBS. Hence we have 

[CREBS) - (0) = [CR fB S) - S ':::. CR. 

Since CREBS is a proper (m, n)-distributive ring, this completes the 
proof. 

THEOREM 7. Let R be an associative (m, n)-distrib"tive ring $.UCh that 
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••0 a,ul Ou i,s the Unkr of R. Then R is iscmwrphic to the direcl sam 
of R-(0) a,sd (0). 

PaooF. For rER, let f/,: R-[R-(O))EB(O) be defined by ¢(r) 
-(r+(O), r·O). Then with f/,(s)-(s-i (O), s ·O), ct,(r+;) =(r+s+(O), 
(r+s) ·O) -(r+(O), r·O) +(s+(O), s ·O), since (r+s)-0 -r·0+s·0 
-O ·O-r·O+s·O by Ill and by hypoL'i'$is. Further, 

♦(r·s) - (r·s + (0), (r ·s) · O) .... (r + (0), r·O)·(s + (0), s·O), 

since 

(r·s)·O - (r·s)·(O·O) a:r [(r · s)·O]·O = [r·{s·O)] · O = [r·(O·s)] · O 

- [(r·C) ·s] · O = (r·O) · (s·O), 

m;,king use of eac:h hypothesis. 
Thus cf, is a homomorphism of R into [R- (0)]@ (0). If ff,(r) =ff,(s), 

then r+(o)-s+(O) and r ·O'f~s·O. Again using each hypothesis, 
lt ·OltERJ is an ideal in R, so that lt·OltER} =(O). Hence r-s 
-=l·O for some tER and 

(r - s) ·O = (l·O) ·O = I · (O·O) = l ·O = r - s. 

But s:nce r·O=s·O, 

0-=- r·O - s·O = r·O + (-s) ·O = (r - s)·O, 

by IJJ and IV with z=O. Hence r-s=O, and ff, is an isomorphism. 
Since ct,(, -r ·0+t ·O) = (r+(O), I ·O), it follows from (O) = { I ·OI tER J 

that cl> is a mapping onto [R- (O)] EB (O), which completes the proof 
of the theorem. 

EXAMPLE 2. Let R+ = ( 0, t, 21, 31 J be a cyclic group of order 4 and 
define multiplication by 

0 I 2t 3t 

0 0 21 O· 21 

. t 21 0 2t 0 

21 0 21 0 21 

31 2t 0 21 0 

Then R is commutative but not associative, since (2l·l)·t=2t·t=21, 
but 21· (t•t)-2t·0-0. R is not. distrib"tive since l•OpdO. Moreover, R , 
ia not (2, 2)-distributive since (O+O)(t+O) =0·l=2t, but 0·t+0·0 
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+0·t+0·0-21+0+21+0-o. By direct computation it can be 
checked that R is (3, 3)-distributive. 

Thia example shows that the hypothesis 'lf asaociativity in Theo
rem 7 is necessary, since R cannot be isomorphic to [R-(0)]E9{0). 
Since {0)•{0, 2tJ, the additive group of [R-{0)]E9{0) is the four 
group while R+ is the cyclic group of order 4. 

EXAMPLE 3. Again let R+-= { 0, I, 21, 31) be a cyclic group of order 
4, and define multiplication by xy =-21. Then R is associative and 
commutative and is an (m, n)-distributive ring if m and n are both 

. odd. Here (0) - { 0, 21}, so that as in Example 1, the additive group 
of [R- (0) J E9 (0) is the four group. Hence R cannot be isomorphic to 
[R-(0)]E9(0), and this example shows that the hypothesis 0·0•0 
is necessary in Theorem 7. 

tJJlfJVBRSn!' OP' WASBINGTON 

ON TOTALLY BOUNDED SUBSETS OF SEQUENCE SPACES 

CHARLES W. McARTHUR 

1. Introduction. Let X denote a Banach space with a denumerable 
biorthogonal basis { x(,) J, {/, J. Cohen and Dunford [2, Theorem 2] 
show that a set SCX is conditionally compact (or, equivalently, totally 
bounded) in X if and only if Sis bounded and Jim. D.1 1'(x)x(s)-x 
uniformly for xES. The purpose of this paper is to show that a modi
fied form of the above condition, one which retains a uniform con
vergence and boundedness requirement, characterizes the totally 
bounded sets of a class of Banach spaces which includes the clasa of 
those Banach spaces having a basis as a proper subclass. 

The author acknowledges helpful comments by B. J. Pettis re
garding the main theorem of this paper. 

2. Deftnltion of A-space!' and prellminarle1. Throughout the paper 
X will stand for a real Banach space (B-space). Its zero will be written 
as 8. The set of positive integers we denote by N. A sequence in X 
will be represented usually by a single letter s and its value at each 
iEN by s(,). A sequence s in X will be called finitely nonu,,o if and 
only ifs(,)~, holds for at most a finite number of iEN. Occasionally 
when the norm symbol appears ·in .the same expresaion in different 

Prii■Dacl to 'die'lodltt,.]QU;ll'Y 29, 1958; received by the edition February 10, 
1958 and, In reviled form, Juoe 2, 1958. 
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