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Foundations 
of Philosophy 

Many of the problems of philosophy are of such broad relevance to 
human concerns, and so complex in their ramifications. that they are. in 
one form or another, perennially present. Though in the course of time 
they yield in part to philosophical inquiry, they may need to be rethought 
hy each age in the light of its broader scientific knowledge and deepened 
ethical and religious experience. Better solutions are found by more re­
fined and rigorous methods. Thus, one who approaches the study of phi­
losophy in the hope of understanding the best of what it affords will look 
for both fundamental issues and contemporary achievements. 

Written by a group of distinguished philosophers, the Foundations of 
Philosophy Series aims to exhibit some of the main problems in the \'arious 
fields of philosophy as they stand at the present stage of philosophical 
history. 

While certain fields are likely to be represented in most introductory 
courses in philosophy, college classes differ widely in emphasis, in method 
of instruction, and in rate of progress. E\'ery instructor needs freedom to 
change his course as his own philosophical interests, the size and makeup 
of his classes, and the needs of his students vary from year to year. The 
nineteen volumes in the Foundations of Philosophy Series-each complete 
in itself, but complementing the others-offer a new flexibility to the in­
structor, who can create his own textbook by combining several volumes as 
he wishes, and can choose different combinations at different times. Those 
volumes that are not used in an introductory course will be found valuable. 
along with other texts or collections or readings. for the more specialized 
upper-level courses. 

Elizabeth Beardsley 
Temple University 

I Monroe Beardsley 
Temple University 

I Tom L. Bt'aurlwmp 
Georgetown Uni\'ersity 
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Preface 

I find myself returning constantly to two nagging reflections: first, the 
technical one that psychology cannot possibly be an autonomous science: 
second, the humane one that we cannot possibly hope to capture our own 
nature by any totalizing formula. On review, I see that I have somehow 
managed to weave both reflections into the fabric of my account of the 
principal theories of psychological theory. I must confess that I find that 
outcome reassuring, though I have not the slightest sense of having forced 
the account in these respects. On the contrary, these reflections seem to 
ha\'e emerged as rather powerful meta-theories of their own, pointing the 
way to a balanced appraisal of the strength and limitation of the leading 
types of theories. A m,uor puzzle about psychology has always been 
whether it most resembles physics or literature. I suggest in the pages that 
follow that it resembles both and that, consequently, it both enlarges our 
conception of what it is to be a science and confirms its systematic con­
tinuity with certain of the humanities. 

Although the two reflections mentioned may reasonably be said to guide 
my account, I have tried to make the gauge of this report finer than such 
airy remarks would seem to promise; and I have tried to draw the discus­
sion of the important theories entirely from the actual remarks of their 
principal advocates. I hope I have caught the flavor and substance of the 
essential debates. In this sense, I should like the discussion to appear as a 
sort of dialogue of how we have theorized-chiefly in the twentieth cen­
tury-about how we should best theorize about the human mind (and by 
extension, the minds of animals). Quite remarkably, the historical shifts 

xiii 
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xiv 

among the principal sons of theories sho\\' an orderly progression from 
one to another that matches \'en neath· the conceptual stages of a unified 
and systematic analysis. There i; more· than an impression of inevitability 
with \\'hich one movement has replaced another. But that, precisely. is what 
I have tried to capture. It is the only way I know of assisting others to gain a 
genuinely effective grip on a tradition or practice of inquiry, so that they, 
too, may contribute to it-even if at the expense of superceding their own 
instructors. 

I have benefited from comments on earlier, rather unwieldy, versions of 
the manuscript: particularly those of Monroe Beardsley, Hugh Lacey, and 
Robert Matthews, whom I count as friends, and of an anonymous reader 
for Prentice-Hall who performed his or her duties in a most helpful way; 
also from regular discussions about the empirical issues of psychology as 
well, with Charles Reed and Robert Weisberg; and from late discussions, in 
person and by letter, with Michael Krausz, Donald Callen, and Tom Beau­
champ. The typing of the finished manuscript I owe, as so often before, 
entirely to Grace Stuart; there's a debt there that I won't even try to 
discharge. 

J.M. 
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recently, tended to pay rather little attention to the detailed studies of the 
releva1~t empirical sciences or to the conceptual issues those sciences ha\'e 
raised in their own specialized ways. Correspondingly, the philosophY of 
mind has tended tu discuss only in the most cursory way (if at all) the rich 
biological, cultural, historical, perceptual, affecti\'e, even linguistic features 
of actual human existence. These ha\'e almost always been construed as 
providing an extremely bland and sketchy background for a \'ariet \' of 
con\'entional topics loosely connected with one another within the philo­
sophical tradition. 

The usual abstract questions explored in the philosophy of mind ha\'e 
included the following: 

whether there are important differences between the numerical iclentitv of' persons 
and physical bodies; 

whether inner mental states are ascribable at all: 
whether a complete!\' pri\'ate language is possible; 
whether psychophysical causal interaction can be denied on conceptual grounds; 
the nature of choice or free action; 
the difference between reasons and causes; 
whether the admission of psychological causes is cornpatible with determinism: 
the essential mark of mental properties; 
whether we ha\'e indubitable knowledge of our own mental states; 
whether the mind (or its "contents··-thoughts, pains, and the like) ts a distinct 

entity; 
\\·hat i; meant bv intentionalitv; 
what conceptu,11° difficulties co;1front the construing of rnental phenornena as pure­

ly physical phenomena. 

These have been the standard topics (see Shaffer, I ~l68). Ho\\'e\·er. both 
from the side of philosophy and from the side of the rele\·ant empirical 
disciplines, emphasis has now begun to shift to such issues as these: 

the difference bet ween the cognitive abilities of human persons and aninials-
the prospect_s of' artificial intelligence and of the machine simulation of' intellig~nce; 
the matural!on and de\·elopmental processes of humans: 
the analysis of' linguistic ability in biological and psvchological terms; 
1he psychophvsical processes of thought, perception, memory, abstranion, learn­

ing, and the like; 
the complexity of the cultural and historical conditions of human exisience: 
the relationship het\\·een individual persons and the societies in \\'hich the\· are 

groomed and function. • 

As a result, the newer philosophical currents are distinctly closer to scien­
tific concerns, that is, distinctly more systematic and bett~r informed em­
pirically. In fact. the demarcation between a purely philosophical overview 
of the conceptual issues and the theoretical speculations of' the empirical 
disciplines in\'olved has become increasingly difficult (and increasinglv un­
necessan) to draw. 
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The focus of this ne\\'er con\'ergence between philosophy and psychol­
ogy is a natural one: the prm·ision of a conceptual franle\\'Ork \\'ithin \\'hich 
the explanation of human sentience and intelligence may be adequately 
organized. This is the unifying theme mentioned earlier. the theme of the 
somewhat newly minted discipline of philosophy of psychology. It ma)· not 
seem to mark much of a departure from the classic concerns of the philoso­
phy of mind; and, indeed, there is bound to be overlap bel\\'een the t\\'o. 
But what is distinctive about the new con\'ergence is that philosophical 
inquiries are now pointedly addressed to drawing their questions out of the 
detailed studies of the pertinent empirical disciplines-biology. neuro­
physiology, psychology, psychophysics. ethology, linguistics. information 
science, sociology, anthropology, medicine. psychoanalysis, history, e\'en 
literary and art criticism. At the same time. psychology has gradually re­
discovered the central importance of an adequate theoretical understand­
ing of the nature of human cognition. All the pertinent disciplines now see 
their converging interests in fashioning a conceptual schema within which 
the entire range of detailed questions about the cognitive work and accom­
plishments of humans can be producti\'e!Y integrated. Thus. the narrati\'e 
thread of the various theoretical movements we shall examine is much like 
a systematic argument gradually unfolding through an extended inten·al 
of time. 

The principal source of tension and dispute in this story is undoubtedlv 
due to the double attraction of trying to construe the science of psychology 
as falling comfortably within the scope of the investigative methods and 
explanatory procedures of the physical sciences and of trying to enlarge 
the conception of an empirical science in order to accommodate those 
features of psychological inquiry that seem incapable of being thus charac­
terized. This is still the principal source of tension and dispute within the 
context of the philosophy of psychology. It has been complicated_ furthe1: 
by the relatively recent appearance of a large literature in the history of 
science and the history of the philosophy of science that has quite fu~1da­
mentally challenged the most standard \'iews of the norms and paradigms 
of empirical inquiry, explanation, confirmation, causal laws, and the like in 
physics and astronomy (see, for instance, Feyerabend, 1975; Kuhn, 1962/ 
1970; Lakatos, 1978). It now seems as if the physical sciences ha\'e pros­
pered without actually conforming to the explanatory anc~ confirmatorY 
models they were thought to favor-perhaps. most notably, for our present 
purpose, the model advanced bv the so-called unitv of science program, 
which we shall consider in due ~ourse (see Carnap, I 932-33/1959. I 931/ 
1934; Causey, 1977; Neurath, 1~!38). If that were true there could be little 
reason to treat psychology as scientifically dubious or cle\'iant if it failed to 
conform to such models; if, in addition, psychological phenomena resist 
analysis solely in physical terms, there could be little reason to deny psv­
chology scientific status merely because its methods of inquirv and explana­
tion were not identical with those of physics. 
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The narrative of the argument begins. then, with the principal concep­
tual strategies by which psychological phenomena are treated as completely 
congruent with the leading features of the physical sciences. Increasingly. 
these have appeared unpromising and uncon\'incing. ~lore recent theories 
have conceded that psychological phenomena are distinct from the purely 
physical. Understandably, they have clone so in the most consenati\'e wa\' 
possible-resisting, on the one hand, any return to Cartesian dualism an~l 
promoting, on the other, the least alteration in the conception of what a 
science is. 

If we confined ourselves, say, to the past half century. we could reaclih· 
classify the principal, most actively debated. most promising theories withi;1 

the scope of the philosophy of psychology-within both professional ps,·­
chology and professional philosophy-as being of one or another of" tl~e 
following four varieties: reductive materialism, behaviorism . .fi111ctionalism. and 
cognitivism. The two tendencies regarding the relation between psychol­
ogy and physics cli\'icle quite nicely between the first and second pairs ~>f the 
theories just mentioned. 

If so, we are the beneficiaries of a very convenient economy. It would be 
u~terly hopeless to a~tempt to survey th~ sprawling resea_rch of psycholog~· 
with an eye to drawing orderly conclus10ns about such issues as learnin , 
percep~i~m, affect, se:-:ual _de~•elopment, ac_quisit!on of language, pattei~~ 
recog111t1on, cultural unpnntmg, and the hke. Ne,·enheless, it is entirely 
fair to suppose that much of importance in psychology cannot be entirel~­
subst~mecl under the options favor~cl b}: the four general _movements jus·t 
mentioned. For example_. Jean Piaget s so-c~,ll~d ge_nellc structuraiism 
( 1968/ 1970) cannot be easilv construed as a vanauon of am· of" these 111 ' • • O\"e-
men ts. l\evertheless, the distinction of Piaget's theory becomes paniculariv 
legible in the context of exploring what we are here calling cogniti\'ism (se~ 
for example, Piattelli-Palmarini. 1980). It is to be hoped that a simila '. 
relationship can be established for most of the important general psvcho~ 
logical theories. Freudian metapsychology, for example. seems to· have 
distinct affinities with all of the four mm·ements mentioned. 

\Ve shall examine. then. these four sorts of theories. with a view 1101 so 
much to the history of psychology as to the potential adequacv of any 
conceptual orientation regarding the phenomena of cognition. f 0lere, th~ 
principal concerns on which nearly all discussants com·erge surelv include 
at least the following: • 

I. th_e an>idance of Cartesian dualism, \l'hich is tho11g-br to he inimical to empirical 
suence, hm,·e\·er generouslv co11str11ed; 

2. dialectical tensions regarding the adequacv of such models of science as that 
ad,·anced b~- the unit~· of science program; 

:~. the_ relati\·e autonomr of psvcholo~y as a science, partin~larlv with respect 10 

sonal and cultural processes pert111ent to the explanation of psvchologiral 
phenomena. 
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The last of these issues we shall onlv touch on briefl\', not because it is 
unimportant, but rather because it b~ars on the limitations of all four 
movements to be examined. It im·ites us to consider quite heterodox pos­
sibilities far beyond a sur\'ey of the pre\·ailing currents of philosophy of 
psychology (more or less centered in the Anglo-American literature). In 
fact. it would im·ite a serious re\'iew of the relationship between the Anglo­
American and a large Continental literature that included contributions 
from phenomenology. hermeneutics. l\Iarxism. structuralism. semiotics. 
and related mo\·ements. Clearly. this ,rntdd require an entirely new under­
taking-which, it must be said. is already incipient in recent efforts. 

It would be useful to fix a little more explicitly the thrust of Cartesian 
dualism, on which the branching of the philosophy of mind and philoso­
phy of psychology so much depends. Two sample remarks ma\' sene us 
here. The first is taken from Ryle ·s The Co11cc/1/ 0/1\l ind ( 1949). probahh- the 
first of the most influential accounts of mind in the Anglo-American philo­
sophical literature of the last fifty years. It shows \'erv clearly lhle"s mrn 
anti-Cartesian bent and something of the stubborn \·igor of Descartes's 
dualism down to ou1· own clay. One of the central moti\'es of his book. R\'le 
( 19-l9) says: • • 

• • • is to show that "mental" does not denote a status, such that one can sensihh- ask 
or a _g-i\"l:'n thing- or e,·e11t 1d1ether it is mental or ph\'sical. •'in the mi1_1d" or "i!1 the 
m1ts1de world." To talk of a person's mind is not to talk of a repos1t<ir,· \l'h1ch is 
permitted to house objects that something called "the phvsic'.il 11:orlc_l .. is forbidden 
to house; it is to talk of the person's abilities. liabilities and 111cl111a~1ons to <) 0 and 
under!-\"'.> certain sorts or thing-s, and or the doing and undergoing- of these thmgs Ill 

the ordmarv world (p. 199). 

Ryle's statement is rather curious. Although he ob\'iousl\' ,rishes to resist 

the notion of two distinct "worlcls"-an "inner·· (mental) and an "outer·· 
(phvsical) world (the thesis of Cartesian dualism)-he concedes the useful­
ness of the distinction of the mental. prm·ided it remains restricted to 
sorting "abilities, liabilities and inclinations." But he is so much preoc­
n_tpied with a\'oiding the dangers of Cartesian thinking tl~at he instincti\~h 
slights such puzzling phenomena as those of feeling or bemg: aware of pam. 
which threaten to reinstate (Rvle fears) "inner objects" (pams). 

Notoriouslv, Descartes incl~1ded in his account of a "thinking thing" 
(mind) such ;lltributes as the capacit\' to doubt (or believe) and to/i,e/ (pain 
and other sensations), without suitabl\' distinguishing bet\\·een the nrn: 
"What is a thing which thinks? fhe asks:] It is a thing "·hich doubts, under­
stands, conceives, affirms. denies. wills, refuses, \\'hich also imagines and 
feels" (Mcditatio11.,, II; Haldane & Ross, 1911-12/193-1; see (~each. l~l:l7: 
Vendler, 1972). So, for Descartes. there is a sense in which feeling pain is a 
form of thinking. (He is uneasy about this. because he thinks animals feel 
pain while lacking minds.) The usual reason advanced for Descartes's ques-
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tionable maneuver is that he supposed there was an "essence" or uniform 
nature ("thinking") to all phenomena properly called mental that dis­
tinguished them utterly from the physical. This is the source of so-called 
Cartesian dualism. In the nineteenth century, Franz Brentano ( I 87-1 / l ~17'.~) 
attempted in the Cartesian spirit to specify once and for all "·hat 1'.1.\1'11/ia/l_v 

distinguished mind and body, recovering the medie,·al notion ol' i11tl'll­

tionality as the "mark" of the mental-suited more, so it seemed (to Bren­
tano and many others) to doubting and believing than to pain and sensa­
tions of warmth. (The important topic of intentionalitv \\"ill occup,· us 
throughout our account.) 

The second remark comes from a recent book of Richard Rort ,. ( 1 ~)7~)). 
It confirms, precisely in disputing the adequacy of Brentano's solution to 

the Cartesian problem, the surprising persistence of the search for what is 
essential to the mental: 

The obvious o~jection to defining the mental as the intentional is that pains are 1101 
intentional-they do not represent, they are not about anything. The ol)\·ious ol*'C­
tion to defining the mental as "the phenomenal" is that beliefs clo11·1 !'eel like 
anything-they don't have phenomenal properties, and a person's real lieliel's are 
not always what they appear to be. The attempt to hitch pains and belie l's together 
seems ad hoc-they don't seem to have anything in common except our rel"~isal to 
call them "physical" (p. 22). 

Here, the point of connection and disconnection between traditional 
inquiries in the philosophy of mind and tl:e new ~01:c~rns of philosophy of 
psychology make themselves felt. For without ms1stmg on any form ol' 
essentialism, certainly without advocating Cartesian dualism, what most 
naturally distinguishes the menwl or psy_chological is _just _tl_1e (/bility of' org(/­

nisms ( or systems) to have and acqwre cog111tn 11' .1tatPs, the abilll y to believe or 
know or feel or be aware of something, to desire or in ten cl or plan or fear­
which entails an ability to belie,·e and know. Here is the simple, obvious 
linkage between what critics of Descartes ha\'e segregated as the "phe­
nomenal" and "intentional" aspects of mental life. 

The bearing of the puzzles of Cartesian dualism 011 the puzzles of dialec­
tical tensions is quite direct, for both the "phenomenal" and the "inten­
tional" fea~ures l~f: n!e'.1tal li~·e raise fundamental_ questions about psychol­
ogy as a sCience. I his 1s straightforwardly clear from two other influential 
remarks that deser\'e consideration. The first is by .J. .J. C. Smart (196'.)), 
who infers much about the ultimate nature of the mental /im11 an anteced­
ent appeal to the explanatory power of the physical sciences: 

It looks today as thoug-1~ the ultimate laws or llat_u_re are those of physics .... Now, ii' 
there are qual/(/ [percel\'ed, phenomenal qualities, like the redness of a tomato]. 
then thev cannot plausibh· be fitted into this sort of scheme .... H uma 11 psvdwlogv 
cannot be entireh fitted into a phvsicalist science. There would ha\·e to he special 
irreducible laws ... (p. (jH). 
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Smart finds such irreducible laws "hard to belie\'e in" because thev seem so 
"uncharacteristic of the general de\'elopment of our scientific km;wledge." 
Clearly, he has reversed the usual order of inquiry. 

In somewhat the same spirit. \,\'. V. Quine ( 1960). who has cle\·eloped 
one of the dominant philosophical accounts of the last twent\'-fo·e ,·ears, 
rt'.jects intentional phenomena: • • 

On_e ma\· accept the Brentano thesis [regarding the analvsis of the mental in terms 
of H_Hentionality] either as showing the indispensabilitv of intentional idioms and 
the 11nportance of an autonomous science of intention, or as showing the baseless­
nes~ of intentional idioms and the emptiness of a science of intentim;. l\Iy attitude, 
unlike 13rentano's. is the second. To accept intentional usage at b1ce \·,due is ... to 
postulate translation relations as somehow objecti\·ely \'alid though indeterminate 
111 pnnc!ple relative to the totality of speech dispositions. Such postulation promises 
little ga111 in scientific insight if there is no better ground for it than that the 
~uppo_sed translation relations are presupposed by the vernacular of semantics and 
111tent1on (p. 221 ). 

Smart rejects phenomenal qualia because they fail to suit the system of 
natural laws the physical sciences have compellingly supplied. Quine rejects 
intentional phenomena because the idiom required to characterize them 
fails lo conform with the kind of rirror now favored in the scientific enter-

ti 

prise. In much the same spirit (as we shall see), B. F. Skinner rt'.jects expla-
nation in mental terms altogether. But 1[ \\'e cannot otherwise justifiably 
replace or discard the phen:>menal and ·the intentional--or eliminate the 
mental altogether-these are dubious maneuvers. The admission of psy­
chology as a science, therefore, may ultimately entail a considerable ren­
sion in our notion of what a science is. 



CI I.APTER nvo 

Reductionism 

SETTING THE PROBLEM 

Put in the baldest way, all systematic efforts to describe, identify, and ex­
plain the phenomena of sentience and intelligence and the nature of the 
organisms and systems that exhibit sentience and intelligence are focused 
on two issues: ( I) whether such phenomena and such entities are purely 
physical in nature; (2) whether, in the context of scientific explanation, it is 
possible to account for such phenomena in terms adequate for explanation 
in the fundamental physical sciences. Are human persons, for example, 
simply complex physical bodies? Can playing a chess game he explained in 
terms akin to those judged adequate for explaining the behavior of collid­
ing billiard balls or the chemistry of the blood? Affirmative \'iews are said to 
be reductive or reductionistic: ontologically, with respect to the first issue; 
metlwdologfral('V, with respect to the second. 

These are relatively independent issues. For instance, it is entirely possi­
ble that although human persons are actually nothing but physical bodies 
possessing nothing but physical properties (so-called jJhysimlism) (see Nagel, 
1965), there are conceptual or practical difficulties confronting any serious 
attempt to replace completely a psychological idiom with a physical one (see 
Davidson, 1970; Fodor, 1975; Putnam, 1978). Perhaps humans art' com­
plex automata. Even so, it is improbable that, say, the activities of marriage 
counseling or real estate speculation would be fundamentally affected by 
the demonstration that they are. It is improbable unless, as Richard Rorty 

8 
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(1979) confidently supposes, "Every speech, thought, theory, poem, com­
position, and philosophy will turn out to be completely predictable in pure­
ly naturalistic terms .... [Within the terms ofl some atoms-and-the void 
account of micro-processes within individual human beings ... there are 
no ghosts" (p. 387). On the other hand, it may be that within the explanato­
ry concerns of genuine science (however construed), an idiom restricted to 
purely physical distinctions will prove to be adequate for psychology, with 
or without a resolution of the first issue (see Brodbeck, 1966; Feig!, 
1958/1967; Kc'>rner, 1966; J. B. Watson, 1925). 

The union of ontological and methodological reduction was most ex­
plicitly and fully advocated in the so-called unity of science movement (see 
Causey, 1977; Neurath, 1938; Oppenheim & Putnam, 1958), although, for 
reasons associated with the history of positivism, the expression ontological 
rrductio11 was not characteristically favored. In effect, the unity of scirncr held 
physics to be the paradigm of a genuine science, in the sense, broadly 
speaking, that: ( 1) its investigative and explanatory canons were taken to be 
normative for all sciences, and (2) the range of terms or predicates suffi­
cient for its descriptive and explanatory work were taken to be, in princi­
ple, sufficient for all would-be sciences as well. Herbert Feigl's formulation 
of this dual objective is probably the most familiar short version cited (see 
Meehl & Sellars, 1956). By "physical," Feig! ( 1958/ l 967) says he means 
"the [general] type of concepts and laws which suffice in principle for the 
explanation and prediction of inorganic processes"; and by "physicaL/' 
(which captures the reductive intent of both aspects of the unity of science 
program), he means the extension and application of what falls under the 
"physical" to "the phenomena of organic life" (including sentience and 
more developed psychological phenomena) (p. 10). 

Feig! himself is entirely candid about the difficulty of the reductive prn­
~ram; in fact, he incorporates it in the most explicit way into his own 
formulation. For instance, he concedes the impossibility of separating the 
achievement of a fully reductive science from that of being able to provide 
a similarly reductive account of the work of the very scientists who contrib­
ute to physics. Here, he introduces the special notion of "physical 1," that is, 
the property of "a conceptual system anchored in sensory observation and 
designed for increasingly comprehensive and coherent explanations of the 
intersubjectively confirmable facts of observation." The scope of the physi­
cal sciences, then, depends on the ability to explain the very production of 
those sciences-of physicai 1 phenomena-in physical2 terms. In short, 
however we may adjust the objectives of ontological and methodological 
reduction, we cannot plausibly ignore the puzzle of how to explain in 
suitably scientific terms thr phenomenon of human scimce itself This suggests a 
much closer conceptual connection between the two issues than some theo­
rists would press; and it confirms the conceptual linkage between the ex-
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planatory efforts of the strictest sciences with those regarding ordinary 
psychological, social, and cultural phenomena (see Kuhn. I 962/ l 970, 
1977). 

Now, it is reasonable to hold that the most influential and powerful 
currents of Anglo-American philosophy and psychologv. particularly in 
the late nineteenth and twentieth centuries, have been strongly attracted to 
something very much like the unity of science program. In the context of 
the philosophy of psychology, theories tended to be assessed in terms of 
avoiding any and all forms of Cartesian dualism and of de,·iating from the 
explanatory canons of physics. At the present time, serious doubts have 
been expressed about the adequacy of the unity of science program for the 
physical sciences themselves. Furthermore. it has become clear that what 
we are to understand by a psychological property cannot he satisfactorily 
decided merely by reference to the methods of the physical sciences or to 
whatever physical properties may rightly be taken to he; and that resisting 
the theory that the mental and the physical signify utterlv different kinds 
of substances or materials or compositional "stuffs" (Carlf'.1ir111i.1111, or C(lrff'­

sian dualism) does not entail treating mental properties as merely physical 
or refusing to distinguish between the two. Perhaps, for instance, hm•ing a 
tho~ght or feeling a /Jain is not just the same phenomenon as bting in a r1Tf(li11 

br~zn s~ate, even if the mental does depend on or involve (in some sense) 
bemg m a certain brain state. 

In any case, it is not now normally maintained that the mere admission of 
r_eal properties not reducible to physical properties-for instance, informa­
tional ~roperties, functional properties, linguistic properties, cultural 
~rope1yes, as ':ell as narrowly mental properties-entails a commitment to 
Cartesian dualism. Hence, it is not now usually maintained that a 110111'('(/ur­

tzve materialism (a materialism that makes such concessions) is a contradic­
tion in terms. For this reason and for convenience of reference. we may 
disti,~guish between antic dualism and attribute duali.1111 (i\largolis, I 978a). 
that. is, between a dualism of substances (most prominently, Cartesian 
dualism,~ dualis~ of mind and body as the separate "materials" or "stuffs" 
that pai:ticular th_mgs are composed of) and a dualism (or pluralism) of 
pru~erties or attributes (signifying only that entities of some internal com­
plexny, ~~ough perhaps comJJosed entirely of matter, are capable of exhibit-
111 ~ qua!1t1es, properties, and relations that cannot, in principle, be charac­
terized m purely physical, or material, terms). 
. With this d_istinction in mind, we may characterize as a form of 111afNial­

zsm any cloctnne that: (1) opposes untie dualism and(~) treats all particular 
things either as entirely composed of matter or as "linked" in some special 
way to whatever is entirely composed of matter. The vagueness of the term 
linlffd is deliberate; there may be a variety of relations involving objects. 
other than identity, so that to admit that there are things that are them­
selves not entirely composed of matter (but not composed of any "stuff' 
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other than matter) need not threaten the materialist thesis. For example. 
\\'ords and sentences are not. in any familiar sense, composed of matter, 
'.dthough \\'hen used or uttered thev are ob\·iously (ontologicallv) "linked" 
~n some complex \\'ay to sounds or physical marks that can be analyzed entirely 
m terms of material composition. The distinction is a strategic and subtle 
one, because materialism (as characterized) may take a reductive form (for 
example. j1hysirn/is111. in accord with Feigl's extension of the concepts and 
la\\'s of a ''physical'..!" science to the phenomena of biology and psychology) 
or a nonreductive form (still to he specified). 

The principal question that concerns us here. of course, is \,·hether per­
sons. sentient animals. intelligent machines, art and artifacts. language, 
institutions, and actions can be (ontologically) analyzed consistently with 
materialism; and whether, in being thus analyzed. they may or must be 
construed reductivelv or nonreducti\·elv. Generically. materialism concerns 
onlv the issue of ontic composition (an'd of relati<H~s that do not adversely 
affect the resolution of that issue); whereas the qualifications "reductive" 
and "nonreducti\·e" concern onh· the issue of \\'hether the properties or 
attributes of thin us can or cannot. he analvzed entirely in physical'..! terms­
terms favored btthe unity of science pr~)gram or the like. "l\fater!alism:· 
therefore. opposes ontic dualism; and "reductive" and "nonre~luctive ma­
terialism" constitute. respectively, doctrines unfavorable a~1d favorable to 
attribute dualism. F1111clio11alis111, for example, which a~tnbutes '.1bst ract. 
nonphvsical properties to intelligent humans and computll~-g ma~hm~s-or 
else · tt -·1 • I • " • - etit1--1llv that 1s. without • • ,1 11 )lites certam comp ex proper11es top1c-n ' . • . 

· • · · • · cl 1· )r the hke-need not commitment to matenahsm, Canes1an ua 1s111, < 
ti , - I I · · f- .•. 11·s111 althou<Th hm,· the 1e 1 e J)' c eny the tenab1hty or adequacy o matei tel • • b 

two may be reconciled \\'ill require close study. . . 
·1·1 • I · . . . I 't ontolo<T1cal relations 

1e Ic ea. the1·efore. that matenahsm can .ic 1111 _ 1"l . 

)ti , - I · I · . . 1 1 . - -1-ption of attnbutes other 
< 11c 1 I 1an 1c ent11v and compos1t1on. anc t 1e asCJ . . 
ti · J • • . . • 1· . 1d 1Jhvs1cahsm are not 1c1n P 1ys1cal or matenal, entails that matena ism '11 1 . • 
, • .. J . . . . . ( ,J • -I we shall examme 111 equ n .1 ent doctnnes and that func11onahsm \\ 11c 1 . . . - . 
( 'I - . . . . . . . • r the poss1b1htv of <It­, 1,tptei 4) and phvsICahsm are opposed concei nmg ~ . • • _ 

-·1 I · • • - ( J ~hY) for example. 1s 111 )Ute< uahsm. Peter Strawson's theorv of persons • • • •. . · 
- J. 11 . . . • 1 . • ·e matenahsm (comm1t-

p1 ° M) Y the most famous \-ers1on ot a non rec ucll\ . , . _ 1 I . . A .• --111 IJhilosoph, hc1s c e-
t et to attribute cltnhsm) tint recent Anglo- mei ic, - - • • 1-,- -, I • ' ,' ' . ·I , . rsion of funct1ona 1s111 
\ 1sec • But Hilary Putnam s well-known e,ll )· \ e . _ . . I· · 
(I <.)('() • • • 1 rv mt rod uces a 1 e .it10n 

• ) ) 15 another clear candidate. Strawson 5 t 1eo · - . _ 1· 
I . I . . . . . . _ . ·count for the nc1tu1 e o 

ot 1e1 t 1 <111 compos1t1on and 1clent1ty m orclei to c1c I cl f- I 
. _ . , . • -·b s that cannot Je e mec 

pei sons. And Putnam s theorv mtroduces atl11 ute . . 
1)11\. ·1·("111 · I · ' ·11 ·111 nntenahsm • . s ., ) )lit are genencallv compall) e WI ' . .· .· . I 

·1·1· . I - . , . 1 I . more than a p1 o\ 1s1onc1 
1e .ic equacy of matcrnlism can hard Y )t t· I 

_ _ .. · • ' . . b the best account o t 1e 
concess1011. \Vhatever eventuallv will pnn e to e . l l 

• I · .. • • I ti ing-s of our wor c are com-mJCrot 1eoret1Cal materials" out of whJCh t 1e 1 , • . . 
- I . · . . • - -rentlv termed rnatenaltsrn: posec mc1y require an ac~iustment 111 what 1s cui , 
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we need not presume to anticipate what basic science will e\'entually yield. 
On the other hand, the recent history of attempts to analyze psychological 
properties has tended to favor certain formal compa1·isons between hu­
mans and machines or else the purely formal features of human language. 
As we shall see in subsequent chapters, this tendency has not gone uncon­
tested. But we may take notice here of a certain natural expectation regard­
ing the adequacy of any theory of psychological properties, drawn for 
instance from the very caution Feig) expresses in urging a scientific account 
of the cognitive work of human scientists themseh·cs. 

Feig! is of two minds: He presses the need to accommodate concepwally 
the real psychological life of human investigators. but he also anticipates 
that physical~ concepts will prove adequate to the task. The economy he 
favors is largely due to an influential proposal advanced by Wilfrid Sellars 
( 1963), in which linguistic phenomena are not construed as dl'scri/J/i·ut' of the 
actual psychological life of humans but treated rather as collecting social 
roles, conventions, intentions, and the like that 111a_1· be added exli'mal/y to the 
scientific study of human beings in order lo .formulate 01tr rn11n•/1tio11 of u,hai it is to 
be a human /Jerson. In Sellars's sense, therefore, the linguistically significant. 
so_cial behavior of human beings simply does not fall within the pun·iew of 
sCience: 

·~o say that a .c~rtain person de~ired to do:\, though_t it his d111y lo clo B but was 
forced to do C, 1s not to d1•.1cnbe h1111 as one might describe a scientific specim One 
does, indeed, describe him, but one does something more. And it is this . ei~.tli· 11 , 

h . I . . ·1 1· I 1· k 1· • some I g more w 1c 1 1s the irredun Jle core o t 1e ramewor • o persons (p. :1\I). ' 

In this view, such linguistic and IJsychological characte1-·1z- 111·<>I _ 1 , . . ., 1s are e 1-
tirelv formal ("strictlv logical," Sellars mamtams), not clcst·i··,1>t" 1-, • . , . • • - 1ve o anv-
thing actual-that is only heuristic as far as the scientific st uct,.· <>f' 1 1 ' · ' . . ·' • . . • .r psvc 10 og-
Kal reaht,· 1s concerned. We treat the features 111 c.1uest1on as -1111 • 1. I 

. . 1 . . . • . . .. • ' ere ar,:011 t t' 
furrier 1f we su1JIJose we are mqwnnrr mto \\hat bona fid,, sc· • Id • . r, . . - '- • 1ence wou 
countenance as real Once we admit, howe,·er-1ro111callv \,·1•11 1. • I I · 

• . . . . . ·'' l • e1g 11111-
self---that hun1a11s actually have a lmgu1suc abilnv. ha,·e tl1,, 1><> 'f. I '· • " Wero actua 
speech and of other psychologically and cultt'.rally rich talents we mav 
fairly insist that the full experience and_ beha\'lor of humans 111 :,st be a~­
knmdec!ged as at least i_nitially eligible for explanation within the compe­
tence of an adequate sCience. Language may perhaps be construed as an 
abstract system of s~m1e sor_t, but linffuistic ability itself can hardly he denied 
as much psychologICal reality as pam or sensory perception. 

It may be that some form of materialism (what, as we shall shortly see, is 
termed t'liminati·ue matnialism) may justifiably n~ject mental phenm~iena as 
utterly illusory or the misleading posit o_f some ~listoning trick of language; 
but there can be no plausible presumpllon agamst the bare admissibility of 
the mental as requiring explanation. Sellars nowhere shows that psycholog-
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ical phenomena are not actual phenomena-within the range of thino-s that 
• I... ~ 

suence must account for. He secures the '"closure·· of the physical sciences 
simply by excluding the psychological and cultural as initial data. To refer 
to human persons. then, is. for Sellars. to refer to social roles or functions 
that we merely assign to what is real; but recalling Feigl's own caution. 
concern about physical t phenomena. Sellars fails to consider what may be 
entailed in our actuallv assi1rning.· such functions. 

, l.J l. 

EXTENSION ALITY 

We see. therefore, the strong conceptual linkage between ontological and 
methodological forms of reductionism-as well as the strategic importance 
of the usual range of psychological phenomena. I{ the psychological or 
mental cannot be ontologically reduced or eliminated in accord \\'ith a 
phvsicaL, vocabulan·. then some form of attribute dualism must be con­
cec.ied; ;nd if that· concession affects the analysis of such concepts as 
causality. causal laws, causal explanation. and the like. then substanti\'e 
adjustments in the methodology of science may well be required. This 
caution explains the enormous appeal of the unity of science program and 
of similar programs that favor some form of so-called t'Xll'll.1io11a/i.,-,11 or the 
extensionality thesis. Hm\'ever difficult it mav be. the extensionalit,· thesis 
is one of the most characteristic and one of the most globallv favored in the 
philosophy of science. The advocacv of physicalism. it must be said. does 
not as such entail the extensionalitv thesis (see Carnap. 1937). In fact. it 
may even be incompatible with it, i.f for instance. as in Feigl's (early) fo1·­
mulation, physicalism is thought to depend on some ineliminable use of 
physical t phenomena (the experience of inquiring scientists). 

l\evertheless, howe,·er much of a will-o'-the-wisp it mav be. there can be 
little doubt that, as in the work of Rudolf Carnap ( 1937). \V. \'. Quine 
( 1960), Wilfrid Sellars ( 1963). Donald Davidson ( 1967a). and I\ elson (;ood­
man ( 1951 / 1966). the extensionalitv thesis is very much farnred in (it ma,· 
e,·en ~)e the single most clistinctiv~ theme of) twentieth:centurv Anglo­
Amencan philosophy. In Carnap's terms ( 1937). the thesis argues that "a 
11 '.111'<'1".ial lr111g11agl' of" .\Cil'llff may be t'Xl1'11siu11al; or more exact!~·: For t'\'<:T\' 

gtven [nonextensional] language St, an extensional language S'..? may be 
constructed such that S may be translated into S'..?" (p. 24:'i); or, in Quine·s 

I S II • t " 
anc. e ars s terms. "rnav be justifiabl\' replaced by S:2· 

\Ve cannot at this poin.t in our cliscu~sion hope to clarify satisfactorily the 
use of the terms exll'llsional. inll'liliunal. and i11ll'l1sio11al. But \'en· roughh 
speaking, a language is said to be t'.\'ll'l1sio11al if: 

I. in its sentences, the substitution of codesignati,·e expressions does not alter the 
truth-value of the resultant sentences ll'h~n compared \\'ith that of the original: 
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2. 

3. 

for its compound and complex sentences, truth-\·,dues are a lu nnion only of 
the truth-values of its constituti\'e clauses: 
for those clauses, the substitution criterion is satisfied. 

For example, the sentence Tom believes that Cicero de1101111u'd Ca_tilinc fails to 
satisfy the first two conditions although it satisfies the third: Ftrst, con~ed­
ing that Cicero is identical with Tully (which Tom m_ay not know_ t'.I ~.~­

lieve), the substitution of "Tully" for "Cicero" cannot 111su1-c the P1 es~i' ct~ 

tion of truth (Tom believes that Tull'f' dc11011nad Catili11I' mav not be l1 ue), 
second, the entire (complex) sente1{ce is not truth-functionally dependent 
on its constitutive values (Tom believes that Ciffro df'1w1111o'd Catiline may_ be 
true whether Cicero denounced Catiline is true or false): nevertheless, third, 
the substitution of "Tully" for "Cicero" in the embedded clause preserves 
the truth-value of that clause (if Cicero dmow1cNl Catiline is true. then s? 
also is Tully denounced Catiline). Sentences are said to behaH' i11tl'lisionally if 
an)' of these conditions fails to obtain the ,\·01-rv beintr that sentences about , , n l 
so-called intentional phenomena-that is, sentences about beliefs. fears, c e-
sires, conjectures, memories, dreams, and the like-beh,l\·e intensionally, 
contrary to the presumption of extensionalism. I( then, sentences abo~ll 
intentional phenomena may be shown to behave extensionally. the aclm~s­
sion of the intentional need not disturb the extensionality thesis. It is, 
however, widely supposed that sentences about intentional phenomei_ia 
(prominently, if not exclusively, the mental) behave intensionally. that is, 
nonextensionally. 

Here, we begin to see the point of Feigl's and Sellars's worries. The 
admission of psychological phenomena within the scope of science th_reat­
ens to admit phenomena (so-called intentional phenomena) svstemaucally 
recalcitrant to the extensionalist methodology of the physical ~ciences. Put 
most simply and in terms already introduced, if physical I phenomena c.'.n­
not be reduced in physical'.! terms, extensionalism is bound to fail-W11h 

important consequences for the theory of what a science is. whether psy­
chology is a science, and what kinds of properties actually characterize real_ 
things. Carnap himself ( 1932-1933/ l 959) had, \'ery early in the career of 
the famous Vienna Circle, made the following bold pron~nmcement: 

Every sentence of psycholc~gy may ?e formulated in physical language ... all_ s~n-_ 
tences of psychologv descnbe physical occurrences, namely, the physical beh,1~ ~-01 

of humans and other ammals. This is a sub-thesis of the general thesis of physic,il­
ism to the effect that pln-sical language is a universal language, that is, a language 
into which every sentence may be translated. 

Clearly, Carnap's physicalism does not correspond entirely with Fei~l's. 
This may well be the most explicit manifesto of all the extensionalist pro­
grams of science from the beginning of the 1930s down to our own da_Y­
But it must be said that although Carnap never abandoned the thesis, 
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neither he nor anvone else has e,·er sho\\'n ho\\' it could be successfulh· 
applied in a detail~d \\'a\'. 

Quine has maintained· that in the context of psychology, intensional sen­
tences can be eliminated. He means that there are formal strate,ries for 

. ~ 

remterpreting the structure of sentences in\'olving verbs of "propositional 
attitude."' like "believe that" (sentences about so-called intentional states). 
so that (though they remain intentional) they cease to behave i11/e11sio11al/y 
(Quine. 1960). Nevertheless, Quine fails to sho\\' how. for instance, th~ 
extensional reading of Tom beli!!ves that Cifl'ro denounced Catiline rn11 be 
pro\'ided independently of our first knowing what is referred to in the 
clause following "believes" (see l\[argulis, l 977b). Tu know that Of Cicero 
and Catiline, Tom belierlf's Iha/ the firs/ denounced the sl'Cond (the so-called 
extensionalist reading, in which mention of Cicero and Catiline clues not 
first fall within the scope of what Tom believes), one must surelyfi'rs/ know 
that Tom has a certain belief about Cicero and Catiline (the so-called inten­
sionalist reading). Thus, either the extensional replacement fails because it 
depends inextricably on the intensional reading, or else the intensional 
reading is entirely compatible with the scientific prospects of psychology. 
Sellars is not sanauine, as Quine is, about the extensional treatment of 

~ 

sentences regarding psychological phenomena. For that reason, as we ha,·e 
seen, he tries to eliminate the psychological ("intentional discourse") from 
the legitimate range of the empirical sciences. 

vVe shall turn ,·ery shortly tu the concept of intentional phenomena. For 
the moment, \\'e may construe, roughly, the mental as the intentional. The 
various strategies for "eliminating'' the mental, then, may be said to de­
pend on the analysis of the intentional. This is why the admission of the 
mental is such a fundamental challenae to the ambitions of science and the 
philosophy of science. The uni)· alter~ati\'e conceptual strategies available, 
once the 1111'11/al is admilled to be ,:ea/ and irreducible in the respect considered. 
are: ( l) that there can be no science of psychology or of social or cultural 
phenomena and (2) that if psychology and the cultural disciplines are bona 
fide sciences, such sciences cannot c~nfonn with any version of the unity of 
science program. The first alternative would generate a conceptual scan­
dal; the second may entail a number of heterodox notions. 

THE PRINCIPAL REDUCTIVE STRATEGIES 

:rhe principal strategies for reducing the mental, intentional, or psycholog­
JCal to the physical include the h>llowing: 

I. 
2. 
3. 

equivalence or svnonymv· 
strict identity; ' '' 
theoretical i~lentit\" , ' 
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4. conceptual replacement; 
5. elimination. 

We shall begin our examination with the last method. 
It should be said at once that these strategies need not be entirely inde­

pendent of one another. Certainly, the baldest \'ersion of elimination in the 
psychological literature appears in J. B. \Vatson's somewhat startling early 
essay, "Psychology as the Behaviorist Views It'' ( EJ I ~/196'.{). There, Wat­
son claims, "One can assume either the presence or the absence of con­
sciousness anywhere in the phylogenetic scale without affecting the prob­
lems of behavior one jot or one tittle." What \Vatson meant, as he argues 
elsewhere (1925 ), was that psychology (the science of beha\'ior) could 
achieve a satisfactory explanation of all the phenomena with which it was 
rightly concerned without introducing any mental concepts-relying solely 
on the concepts of physiology. Watson simply dismissed consciousness. In 
doing so, however, he never actually explained why he thought psychology 
could ("successfully") do without consciousness or what that really meant. 
Hence, he was roundly criticized both by that vigorous contemporary op­
ponent of behaviorism, William McDougall ( 1913), who took introspection 
~o _be an ineliminable psychological method of limited use (that yielded 
mformation about sentient experience and conscious purposes), and by the 
so-called "neorealist," E. B. Holt (1931 ), who actually identified conscious­
ness with neural phenomena (cf. Boden, 1972). Watson himself oscillated 
bet,~een simply dismissing consciousness as falling outside the strict con­
stramts of the science of psychology and treating it e/JijJhenome,wl{_v (that is, 
as caused, but not playing a causal role itself). 

T~e ~rudity of vVatson's program aside, the dismissal of mental concepts 
by e!1mmation has, in our own time, been attempted in a ,·ariety of ways, 
partICularly by Anglo-American philosophers. Sometimes, it is maintained 
(see B_rodbeck, 1966; Kcfrner, J 966) that mental concepts simply ha\'e no 
place 111 causal explanations-and hence, no place in science. In effect, this 
was also Gilbert Ryle's view. Ryle ( 1949) nowhere denies that mental states 
~tre real;_ he "merely" affirms that the mental idiom (properly) addresses 
nsel! to issues utterly unlike those of causal explanation. l\Iore extreme 
,·erswn:~ of elimination, however, are also in e\'idence. For example, in the 
P~)stscnf)t to_his well-known Essay, Herbert Feigl ( 1958/ l 967) turns against 
!us e:irher new-that "there is an indispensable place for 'acquaintance· 
an<l knowledge by acquaintance' [this is, at least, sensory experience, the 
phenom~na described in a physical, vocabulary] in a complete and acle­
~1ua~e epistemology," hence in empirical psychology; he now supports elim­
mation by way of conceptual replacement. Feig! holds a relati\'ely ··soft" 
\·iew of elimination (replacement), for he insists that "nothing important is 
omitted in [the requisite] description." In fact, "the ascription of raw feels 
[ phenomenal or sensory experience] to other persons is achieved in the 
scientific language by the ascription in terms of successor concepts of a 
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specific 'structure' in the conceptual network of physical2 science to a cer­
tain region (of physical2 ) space-time"; "within the conceptual frame of 
theoretical natural science [he claims] genuinely phenomenal (raw feels) 
terms have no place" (pp. 141-142). 

Feig! and J. B. Watson both believe (though for different reasons) that 
mental concepts must be eliminated from science. Feig! offers the more 
interesting objections. Although he is tempted by epiphenomenalism. he is 
utterly opposed to so-called interactionism: for in his view i11terartio11ism 
would be tantamount to admitting causal connections between a material 
and an immaterial order of things (Cartesianism or untie dualism). On the 
other hand, though it need not entail the inadequacy of ''physical2 deter­
minism." epiphenomenalism still leaves us (Feig! holds) with "nomological 
danglers" (in effect, explanatory lacunae: concepts of phenomena requir­
ing scientific explanation that fail to identify such phenomena in wavs that 
permit them to be subsumed under covering laws, for example. phenome­
nal descriptions of colors-qua/ia-thought to be neither translatable by. 
nor extensionally equivalent to, physical2 descriptions of the phenomena in 
question). 

The reason is simply that epiphenomenalism requires "a one-one cor­
relation of 'V's [mental phenomena] to (some, not all) <l>'s [physical phe­
nomena] with determinism (or as much of it as allowed for by modern 
physics) holding for the <!>-series"; the -q, series is "far too spotty" to be 
deterministic in itself and not clearly enough linked with physical states and 
processes to permit its full incorporation within a larger physical theory 
(hence, the danglers). In his latest version, therefore, Feig! objects to men­
tal states for two reasons: (1) because of the problem of nomological dan­
glers and (2) because he now feels that suitable "successor concepts" (re­
placement concepts) can be introduced to link psychologv to the needs of 
the unity of science. The appeal to "successor concepts" is openly intended 
to obviate the need for insuring either the translatability of mental terms by 
physical terms or the extensional equivalence of mental and physical as­
criptions. The usual justification offered argues that the diachronic devel­
opment of the sciences requires discontinuous changes in descriptive and 
explanatory concepts and characteristically exposes the relatively distorting 
or rough and approximate nature of earlier conceptual schemes that influ­
ence the formulation of present scientific claims (see Feig!, 1958/1967; 
Feyerabend, 1975; Kuhn, 1962/1970: Sellars, 1963). Hence. the appeal to 
"successor concepts" is available both to those who advocate elimination of 
the mental and to those who advocate a version of the identity theory. 

CONCEPTUAL REPLACEMENT AND ELIMINATION 

Here, precisely, we confront the vulnerability of conceptual replacement 
and elimination. For if there is reason to think that mental phenomena are 
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actual-therefore, ineliminable-and also. not reducible LO the pln-sical. we 
should have to acknowledge both that sentient creatures are not phys­
icalistically reducible and that psychology may not fall \\'ithin the meth­
odological canon prescribed for the physical sciences. But that is just the 
force of combining Sellars's admission of the irreducibility of the inten­
tional and Feigl's (early) admission that at least the experience, the psycho­
logical experience, of working scientists (physical I phenomena) is quite real 
and subject to scientific explanation. 

Still more extreme versions of elimination are possible. Some hold that 
only the physical is real, that what we purport to describe in mental terms is 
not real at all (so-called eliminative materiah1111). In Paul Fn·erabend's view 
(1963a, 19636), for instance, talk about the reality of mental experiences 
involves deep ideological bias (or mistaken theories) embedded in ordinary 
usage; in Richard Rorty's (early) view ( I 965. 1970a. 1 !l70b). talk of the 
mental is simply a misguided way of talking of the pln·sical. whe1·e one 
genuinely (but wrongly) supposes the mental to exist. 

The accurate characterization of these views is difficult. Rorty now 
(1979) rejects "eliminative materialism "-by which he understands I·~eyera­
bend's view (and Quine's) but not his own. He takes the thesis to entail at 
least the denial of the following claim: "Some statements oft he form • I just 
~ad a sensation of pain' are true." This entails (for the eliminat i\'e material-
1st) that it is false that we ever have mental states (and that there are mental 
entities). Rorty opposes treating the mental in terms of mental n1titil's: but 
he ??es not-as he once did (l 970b)-support the eliminative materialist 
position. _He now construes the problem of the mental or of consciousness 
as ex~lus1vely an epistemological one, disengages it from all "·mild-be on­
tological questions, and insists that it can be decided by settling the question 
~f _th~ p~ssibility of indubitable knowledge or "pri\'ileged access ... • The 

~limmation" of the mental, therefore, follows the rejection of the indu­
b_nable. No other issue remains. Nevertheless, like Sellars before him, he 
views personhood in terms of how the members of a societv treat one 
another-that is, as a matter of decision among them. not of 1:ecognizing 
some common nature. Hence he fails to see that that thev reall\' do decide 
entails an ontological questi;n-however shorn it mav ,be or' its original 
Cartesia_n form or of the errant habit of treating the m'ental as the activity 
~f the mmd. :1"-s we shall see, in Chapter 4, the issue profoundly affects the 
fortunes of functionalism. 

The admission of the mental, then, is the admission of a real. relatively 
unanalyzed range of salient phenomena, which traditionally ha\'e been 
thought to exhibit certain unifr>rm properties or "marks"-for instance. 
immateriality, abstractness, indubitability, /nivilegerl accr'ss, i11tn1tio11alit_v, J,/,1•1101111'­
nal pro/Jerties, introspectability, privacy. But, contrary to Rony's view, even if 
the mental fails to exhibit any such "marks" uniformly, it \\'oulcl not follow 
that the concept of the mental had no logical import or that the mental 
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could be accounted for solelv in epistemological terms. For instance. to 

deny, say. that pains are real !'11titi<'s is simply not to deny that some crea­
tures really/£'£'/ pain: The ontological status of mental properties remains a 
genuine issue. Similar considerations point to the arbitrariness of Rvle's 
precluding the causal interaction of the mental and the physical: The i~sue 
of interaction need not depend on the anomalies of the Cartesian ontology: 
it remains a perfectly straightforward empirical question. Does pain cause 
wincing? Can a physical blow cause pain? Even the self-stvled dualist (see 
Eccles, l 9i0; Penfield, 1965: Sperry, 1969) may not actually subscribe to a 
full-blooded Cartesian theorv and may merely intend to affirm that: (I) on 
the available evidence, or in ·principle; reducti,·e materialism (all five strat­
egies) is implausible or indefensible; and/or (2) independently considered. 
there is, rontra elimination at least. good evidence of mind/body inter­
action. 

A more telling objection against elimination is also a more humble one. It 
is simply a fact-a stunning, ubiquitous fact-that we us1' our idiom of men­
tal terms in order to J"l'port our sentient exjJericncrs (see Cornman, 1968a. 
I 968b). It may well be that pains and sensations are not entities. particulars 
of any sort (Rorty's charge); but the fact is that we take ourselves to be able 
to report-and do report-our experience of pain. our sensations. our 
images, our thoughts and beliefs and intentions. To explain thesr can hard­
ly be to suppose that they are not real or genuine. and to "replace" them in 
the sense said to favor the progress of science is simply to prm·ide a sub­
stitute idiom that must (and will inevitably) acquire the original rr/Jorting role of 
the first idiom, unless, on independent grounds, it can be shown that elimina­
tive materialism is genuinely effective. 

But there seems to be no way to show that. As long as there is any sense in 
admitting introspective reports (without regard to indubitability). there is 
~o conceivable way of sustaining the radical eliminative position: and there 
ts no way of conceiving creatures that acquire a natural language-that 
acquire a language naturally, by growing up among the linguistically apt 
members of their own species-without assigning them an introspective 
capacity. On any plausible view, the acquisition of language in infancy 
entails some capacity for thought, belief. intention, desire, affect, percep­
tion, and the like. J. B. Wats:m ·s original proposal. therefore, mere!\' to 
ignore mental con~epts in fashioning psychological explanations is quite 
preposterous; and the direct, radical elimination of such concepts, quite 
impossible. 

Hence, conceptual replacement cannot rightly be subordinated to the 
purposes of elimination and, given the recalcitrance of mental phenomena, 
must be linked rather to the fortunes of some version of equiYalence. strict 
identity, or theoretical identity. Sellars's theory is perhaps the most sus­
tained effort to oppose this conclusion. In the argument advanced, howe,·­
er, the advocacy of (physical) "successor" concepts for the mental (Sellars\ 
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term) must (plausibly) represent a somewhat more relaxed program for 
achieving a reducti,·e materialism than the strict 1·equircme11ts of either 
identity or extensional equivalence would pen11il. l11 short. conceptual re­
placement could conceivably be justified i/ there wen: e,·idence strongly 
favoring some version of equivalence or strict <ff theon:·tical identity, in 
spite of the fact that the independent confirmation of elimi11atio11 pnn·ed 
impossible or unworkable. The most reasonable basis fo1· supporting con­
ceptual replacement lies with the alleged imprecision. distortion. p'.1rtial 
irrelevance, and even superstition of our historically contingent onlmary 
language (what Sellars, I 963, terms "the manifest image"'). There is some 
justice in the charge. But the "replacement" of introspectiH· reporting 
itself hardly follows. Sellars's theory threatens the existence of the very 
scientist or philosopher who advances his theory-in threatening his real 
capacity to report his views. \Ve cannot, thei·efore. as yet ignon: or deny the 
ordinary and obvious features of the psychological: 

I. that the behavior of the inquiring scientist itself" constitutes data for the science 
of psychology; L 

2. that the scientist's behavior and that of "specimen"' lrnmans are essentially 
similar; 

3• ~hat th_e explanation of observed human behavior presupposes that the obsen·­
mg scientist ~ncl the scientist's sul~ject share in a consensual way culturalh· 
shaped pracuces and aptitudes (see Apel, I 972/ I 980). 

We shall return to these issues at the very end of our account. 

IDENTITY AND EQUIVALENCE 

Strate?ies 0 _f equivalence and strict or theoretical identity are peculiarly 
~efective. Fi_rst, there are almost no important theorists who hold that the 
~entences of the mental idiom are either svnonymous with or translatable 
mto those of a canonical physical idiom '(equivalence). Among philo~o­
phers, Thomas Hobbes perhaps comes as close as any to believing that. for 
example,_ s~ns~tion (correspondingly, imagination, thought, and other 
r~1en~al distmcuons) can be rendered as "some internal [ mechanical] mo­
tio~ 111 the s~ntient [body]" (De Cmpore); but Hobbes offers 110 details an~l is 
noticeably_ silent about the analysis of the intentional and epistemologJCal 
aspects of mental phenomena. As remarked earlier. Carnap affirms the 
translation thesis but never pursues it. Among modern psychologists, C. L 
Hull's_ ( l 943) tl~~oretical intentions are perhaps most \'igornusly in sympa­
thy with the effort. Hull maintains that although the mental phenomena 
involved in the intelligent molar behavior of humans are real enough. the 
concepts of such phenomena have a deductive relation to the terms of a 
strictly mechanistic language (cf. Spence, 1956)-hence, are completely 
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expressible in those terms. It may come as a surprise to some that Freud. 
particularly in the Scientific Projl'Ct ( 1895/1966). provides one of the most 
valiant and sustained efforts to formulate the translational connections 
between a mental and a neuronal language. though the development of his 
clinical work appeared (to Freud himself) to thwart that o~jective (see 
l\largolis. 1978b). 

The leading materialists attracted to the identity of the mental and the 
physical hold, as does J. J. C. Smart, in his justly famous article (1959/ 
1962). that synonymy fails, that translation is impossible, and that. nev­
ertheless. selected sentences from the mental and plwsical idioms may be 
shown. on empirical grounds. to be equivalent in truth-value. That this is 
not sufficient for the identity thesis, Smart himself freeh· concedes. 
Through a number of discus;ions of the issue. however, S;nan ( 1963) 
betrays a certain telltale oscillation regarding whether the identity theory is 
actually an empirically confinnable claim or only an intelligible "meta­
physical'' claim-and not. therefore, actually empirically confirmable. 
Spinoza's system may be taken as ample confirmation that identity is not 
deductivelv entailed bv Smart's conditions; and Smart himself has been 
explicitly ~hallenged aiong just these lines (see Brandt & Kim, 1967). 

The problem is compounded. since if equivalence is rejected or weak­
ened to mere extensional equivalence. then what is usually called "strict 
identity" is impossible to demonstrate. Strict identity requires conformity 
with what is looselv characterized as Leibniz's law-a strong extentionalist 
constraint to the e·ffect that codesicrnative terms mav be substituted in all 

1:") • 

linguistic contexts . . rnl-ue ,,Nitate (preserving truth). The difficulty posed by 
Leibniz's law is simply that no one denies that some linguistic contexts are 
unalterablv intensional, so that the substitutivity of codesignative terms 
often fails 'to preserve given truth-values: morecl\:er, these intensional con­
texts are characteristicallv just the ones in which the identity theorv is 
st_1pposed to be tested. For example. given the actual pattern of ordinary 
discourse. if a pain is described as "searing" or "throbbing." or if "having a 
throbbing pain" is predicated of a particular person, one would have diffi­
culty specifying what (kind of) physical state (a state of neural discharge:-)­
hence, which particular physical state-could be described as '·searing" or 
"throbbing," or what (a physical body?) would be said to "have a throbbing 
pain,'· before actually confirming the identity theory itself. Again. we have 
no established way of deciding whether. say, Tom believes that Jack and Jill 
H'<'nl up the hill convevs the same belief as. or a different belief from, Tom 
hcfi1,_,,1's that Jill and Ja~k wen/ 11/1 the hill. or which of these (or other logicallv 
equivalent or entailed propositions) could be said to be identical with which 
neural states or the like (see Armstrong. 197~~). We cannot be certain of the 
numerical identity of given beliefs specifiedjn alternative intensional ways. 
though we can imagine circumstances in whi~l~,";'f~~W-1~1 plausiblv hold that 
they were the same or that thev were dif'feJ·ent -(tei1'; 4ample. as in the 

, ./.,· - • '; ,:·, 
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difference between adults and children who have 1101 \ et mastered the 
commutative convention regarding "and" in "Jack and Jill"). But \\'e have 
no way at all of specifying such beliefs by independent. extensional cr_it~­
ria-in particular, by purely physical criteria-or of ascribing such bel'.efs 
in an extensionally routinized way to systems identified in purely physical 
terms. Leibniz's law, therefore, must have an extremely limited bearing on 
establishing or disconfirming the identity theory. 

Formally, strict identity is often rendered thus: 

(x) (y) [ (x = y) ::J (F) (Fx = 1')) ]. 

(That is, for every particular thing x and every y, if xis identical \\'ith y. then 
for every property F, F may be truly predicated of x if and only if F may be 
truly predicated ofy.) But this can never be demonstrated if' synonymy or 
translation fails to obtain; for then, mental and physical properties cannot 
always be even meaningfully ascribnl to the same things (that is. to wluitn1l'r 
is identified as x and as y). The regularities of ordinary linguistic usage 
produce an interference phenomenon. There arises, therefore, an ante­
cedent difficulty regarding what Jerry Fodor ( 1968) has called the Law of 
Transferable Epithets: If "Fi' does not even make sense, where "Fx" does. 
then identity cannot be demonstrated in accord with Leibniz's law; al­
though that failure does not entail a failure of identity as well. unless, on 
independent grounds, it can be shown that every true identity must he able 
to be shown to satisfy Leibniz's law. If, say, pains cannot he assigned physi­
cal location in the same sense in which neural discharges can (even though 
a locational idiom is used in connection with how pains feel-"1 feel a pain 
in my left upper molar"), then it would be impossible to identify pains with 
neural discharges by invoking Leibniz's law . 
. T!1: fact is that Leibniz's law captures the familiar (and very strong) 
mtu1t1on regarding identity: that what is true of a thing is true of it, no 
matter how it may be designated. We seem to lack a better formal represen­
tation of identity; and there are no known constraints that we could impose 
on linguistic contexts that in a reasonable and non-question-begging way, 
would permit Leibniz's law to hold well enough where pertinent claims of 
strict identity were thought most clearly valid. For example, suppose we 
pr~cluded (for purposes of testing strict identity) all sentential contexts in 
which (I) sentences embedded in other sentences were (~) prefixed by so­
called "verbs of propositional attitude" (bPlinl(', /mow, {f'ar, ho/H', wish, and 
the like). As we have seen, such contexts do not conform to Leibniz's law: If 
the sentence Tom believes [knows, fears] that Cicero df'nuw1cf'rl Cutili11t· is true, 
then, in spite of the fact that Cicero is identical with Tully (one and the 
same man is rightly designated by either name), it may be false (it certainly 
does not follow deductively) that Tom believes that Tully rlf'1101111cnl Cati/i11!' is 
true. After all, Tom may not know or believe that Cicero = Tully. The fact 
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that it may be so (and need not be self-contradictorv) is decisive. The sense 
in which the substitution of the codesignatiYe name Tul(v for Cicero does not 
presen·e truth is just the sense in which: (l) the first sentence mav be taken 
to report the pr'upositional content of what is "in Tom·s minci··: (2) the 
embedded sentences may be taken to be equivalent in truth-value; and (3) the 
second sentence, judged solely on the basis of the first, cannot also be taken to 
report what is in Tom's mind. Here, then, we haYe a clear example of the 
intensional complexity of intentional contexts. Furthermore. in this exam­
ple, we have clear evidence that we cannot impose any useful constraints on 
the application of Leibniz's law for the purpose of testing the identitv 
theory; the cases we should want to test by appeal to Leibniz's law are th~ 
very ones we should have to preclude in order to insure extensionality. 

There is a sense, of course. in which, if Tom believes that Cicero de­
nounced Catiline, he believes that Tully denounced Catiline; that is, he 
believes of a certain man (alternatively identified by us as Cicero or Tully) 
that that man denounced Catiline. But that is a sense in which. precisely. 
we ignore the crucial part of what, on the first reading, we take to be the 
content of what is in Tom's mind. In particular, we cannot then admit that 
the sentence Tom does not believe that Cicero = Tul(v is or could be true. self­
consistent, and consistent also with the truth of the sentence Tom bdie·ues 
that Cicero denounced Catiline. But that seems to preclude a genuinely em­
pirical possibility. Also, the formula offered impoverishes what. ex hypothesi. 
is Tom's belief, that is, that Cicero denounced Catiline. not that a certain 
man did. 

The extensionalist strategy for analyzing such belief-sentences has been 
most forcefully pursued by Quine ( 1960) and is closely related to his partic­
ular version of the strategy of elimination. What Quine shows. correctly. is 
that reference (in our example) to Cicero and Catiline must be construed 
"transparently," that is, in a way not governed (prefixed) by the Yerb (or 
"operator") of propositional attitude ("believes that")-in eff~ct._ not ~O\'­

erned intensionally-if an extensionalist canon for the whole of snence 1s to 

be vindicated. The trouble (as we have seen) is that Quine examines the 
question exclusively in a formal way; but the concern of science cannot be 
separated from the methodological and epistemological issue of how, pre­
cisely, to replace the intensional ("opaque") idiom, Tom believes that Cirno 
denounced Catiline, by the required extensional one-for instance. as b\' 
offering OJ Cicero and Catiline, it is true that Tom beliei1es that the first denou need 
the second. As we have seen, Quine's maneuver is to fix the reference to 
Cicero and Catiline outside the scope of the verb belie,'l's that: he thereb\' 
replaces an "opaque" (intensional) context with a "transparent" (extensio­
nal) one . 
. In fact, th~ very prospect of replacing the intensional idiom b\' the ex~en­

s10nal one, 111 the context of a working science, encourages us to behe\'e 
that science can actually function in an acceptable way by using the original 
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intensional idiom; otherwise, there would be no basis fo1· confirming its 
canonical replacement. But if that is so, then it must he true that sciences 
may be rightly characterized as such n 1e11 if a co111Jnth1'11.1h 1t 1'xtl'llsim1alist 
replacement for all intensional idioms proves imjJossibfr (see :\largolis. I ~l77b). 
This is why the canon of the unity of science program cannot, once and for 
all, be taken to be definitive of all bona fide sciences. It remains an em piri­
cal issue (in effect, it is so regarded by Quine himself) whether the exten­
sionalist program can actually be carried out. 

The difficulty of the undertaking shows as \\·ell the reasonableness of 
invoking a replacement strategy where a strict synon\"m\" cannot be shown 
to obtain. Quine has always ( 1953) opposed even the coherence of claims of 
that sort. Hence, we see the relevant sense in which Sellars·s and Quine's 
strategies tend to converge and are jointly blocked by the same recalci­
trance of the mental. Ironically, the upshot is that just in the sense in which 
we seriously entertain the extensionalist program. "·e must pro\'icle for the 
conceptual possibility that heterodox theories of the nature of science may 
actually be vindicated-that is, by demonstrating (with greater force than 
the advocacy of the unity of science and of related programs can expect to 
muster) the failure, or the likelihood of failure, of sustained and systematic 
efforts to replace (or eliminate) those intentional phenomena central to the 
psychological and cultural disciplines themselves. If they resist extensional­
ist replacements, we should have to reconsider the methodological proper­
ties of such sciences as psychology, quite apart from am· idealized account 
of science we may happen to favor. 

INTENTIONALITY 

Mental states corresponding to the verbs of propositional attitude are nor­
mally said to be intentional-similarly, the verbs and eYen the sentences are 
said to be intentional-because the states in question are said to be "about" 
or "directed upon" the thoughts (or "propositional ol~jects") that the em­
bedded sentences represent, or because they are simplv said to be "about" 
objects in some sense that dues not require the existence of "those ol~jects'• 
(see Brentano, 1874/1973; Chisholm, I 957). (In the original medieYal idi­
om, such "objects" were said to be "intentionallv inexistent.") Since Leib­
niz's law characteristically does not hold in inte1;tional contexts. such sen­
tences are said to behave intensional/11 as well. As we ha,·e seen, Quine 
construes such sentences extensionally (although they remain intentional). 
But this shows, very clearly, that we must provide a sense (which exten­
sionalism itself requires) in which the intentional need not behave inten­
sionally; for otherwise, the strategies of replacement and elimination could 
only be pursued in the most radical way, which is empirically premature 
and conceptually dubious. This may suggest whv Quine is attracted to both 
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an extension,ilist reading of belief-sentences and an extreme form of elim­
inative materialism. But they are not the same or equivalent undertakings. 

In effect. "·e must take note of the difference between the intentional and 
the i11ttnsio11a/. The intensional is a purely linguistic distinction or a lin­
guistically grounded distinction, whereas the intentional is not. a matter of 
considerable importance; for if the intensional is an attribute of language 
or of linguistically informed systems-cultures, for example. artifacts and 
cultural phenomena that depend on the work of linguistically apt agents­
then intensional puzzles cawwt arise with respect to the psychological states 
of languageless animals or cannot arise in the same way in which thev do 
for linguistically apt humans. 

It is relatively easv to demonstrate that not all sentences involving inten­
tional (mental-~tate)· verbs (or verbs of propositional attitude) behav~ inten­
sionally; some-notably. Quine ( 1960)-have argued that there are. also. 
sentences that behave intensionallv that do not involve intentional verbs at 
all. For example, regarding the t~n-mer case, if John is thi11hi11g of [abo11t] 
Alaslw is true, then, by substitution, so also is John is thinking of [about] thl' 
lr11gtsl slate of the United States (see Cornman, 19626; l\fargolis. 1977a). 
l\otice that the sentence is neither compound nor complex. It cannot. 
therefore, be shown to be intentional in accord with that criterion (illus­
trated by the Cicero/Catiline example and favored bv Brentano) with 
which the truth or falsitv of the embedded sentence is indifferent to the 
truth or falsitv of the embedding sentence. And it is not intentional accord­
ing to anothe·r well-known criterion (also advanced by Brentano). namelv. 
that its truth is indifferent to the existence or nonexistence of the ol~ject 
"intended." The substitution of the largtsl slate of the United Stall's for Alaska 
does seem to depend 011 the existence of Alaska, whereas Tom is dreaming 
about unirorns and Ponce de L('(J11 scarchtd/i1r the Fountain of Youth appear to 
behave intensionally, precisely because the "intended" ol~jects are imagi­
nary. It appears. then, that the Alaska case is intentional based on the 
criterion (not supplied by Brentano. more in acc~ffd with_ the ,·iews ?f 
Edmund Husserl) that to be conscious or aware ot somethmg real (as 111 

perception) is still to be "directed'' (to "intend" that object) (see Brentano. 
IH74/1973; Husserl. 1931; also. F0llesdal, 1969). 

On the other hand. rightly or wrongly. Quine holds that sentences like 
Nl'Ctssari(,,. 9 is greater tlwn 4 behave intensionally. although thev are not in 
any obvious sense intentional. His reasoning is that since 9 = the number of 
the_ m,~jor planets, then, by substitution, it should be the case that i\'i'Ces­
s~n1{_1·: the n11111ber uf the major planets is greala than 4 is true; but it is false. 
( I heir number might have been smaller.) It would take us too far afield to 
explore his claim, though Quine sees affinities between such sentences and 
the structure of indir~ct discourse, which is itself closelv related to the 
analysis of Tom's holding a belief about Cicero and Catiline (see Geach. 
1957; Kenny, 1963). The important thing, here, is that the intensional and 
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the intentional are quite distinct notions, that. the _se_cond is primarily a 
psychological category (and only secondarily a l111gu1st1c one). and tl_iat th~ 
first is primarily a linguistic category (and ser\'e~ ,_ts a _1~s:Tholog1cal ot 
cultural category only on the assumption that lingu1st1c ahtl111es are psycho-
logical as well). . .. 

Brentano had confused issues a great deal by his accou1_lt of . mt~n­
tionality, particularly because he intruded intensionality as a tlunl_ cntenon 
of intentionality. Furthermore, his first two criteria (as we ha\'e .1ust seen) 
do not yield isomorphic results and cannot always be jointly inYoke~I. Som_e­
times, what is intentional on one criterion (indifference reganhng exis­
tence and nonexistence) actually behaves extensionally. not intensionally at 
all. Also, if Quine is right, intensional contexts need not in\'oln.'. the mental 
at all (though Quine's argument may well depend on a critical equinica­
tion). Again. contra Brentano, the intentional (as in thinking about Alaska,_ 
seeing a dog, flogging a horse-but not as in searching for the Fountain of 
Youth, fearing goblins, hunting for lions) may be directed to what is actual 
only. 

The intentional, then, appears among languageless animals as well _as 
humans--or, by extension, among machines; but the inte11.1ional applies 
only to language, linguistically generated phenomena, or cullllral artifacts 
produced by linguistically apt agents, or the behavior and psychologiG~l 
powers of human beings. We may, therefore, usefully introduce an add1-
tional term of art, the Intentional, by which we shall mean phenomena 
regarding the mental states and behavior of linguistically ((I fintiori. cultur­
ally) apt agents and regarding what, thus qualified, such agents produce, 
generate, or make (see Margolis, 1980). Here. the Intentional may be 
roughly rendered as the "rule-governed" ("rule-following" or "rulelike"). 
Their salient features, however, must include: ( 1) the intensional ("descrip­
tion-1:elative") characterization of what falls under a giYen rule (institution. 
pracuce, tradition, or the like) and (2) the possibility of altering operati\·e_ 
rules and their purpose-hence, also, the intensional characterization ot 
what falls under the altered regularities. Consequently, Intentional phe­
nomena need not be psychological in nature, although their existence de­
pends on the activity of intentionally (psychologically) qualified agents. 
The principal conceptual advantage afforded by Intentionality is simply 
that it permits the attribution of linguistically and culturally significant 
properties to the activities and production of social groups. without sup­
posing that such properties are always psychologically applicable (or psy­
chologically "internalized") with respect to particular human agents. For 
example, it is conceivable that a musician composes a piece of music that on 
a fair interpretation is construed as baroque; but it does not follow that the 
musician must have generated his music in a psychologically pertinent way 
in accord with the (Intentional) uniformities of the baroque. It may well be 
the case that such uniformities cannot have been completely internalized 
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!Js_Ychologicall)·· \Ve shall return to this theme in the final chapter, in exam­
mmg the prospects of what has been called cogniti,·ism. 

FORMS OF THE IDENTITY THEORY 

We need to say more about the forms of the identity theorv. Here. discus­
sion follo\\'s at least two distinct lines of thought: f~rst. wl~at may be said 
about identity if Leibniz"s law is viewed either as false (because of important 
counterinstances) or as too weak to decide the matter (because. properlv 
restricted in the \\'ay in which it is taken to be true, it precludes application 
to the troublesome cases of mental phenomena that we ''"ish to decide); 
second, what may be said about identity distinguished in what has come to 
be called its "type" and "token" \'ersions. 

The strategv of thl'orelicaf idl'nlity simply maintains that mental phe­
nomena are (identical with) physical phenomena, for theoretical reasons 
that do not depend on applications of Leibniz's law. Often, its adYocates 
(see Cornman, 1968a. 19686) hold that efforts to demonstrate identit\' ,·ia 
Leibniz's law are doomed to commit a category mistake: that the actual use 
of terms or predicates may be restricted on linguistic grounds, \\'ithout 
touching on the issue of identity: and that such constraints preclude (as in 
Ryle's bifurcation of the idioms of the mental and physical) the mixing of 
'.11ental (or physical) predicates and descriptive and referential expressions 
identifying things in physical (or mental) terms. l\'e,·erth~less, ac~ording to 
t)1e argument, what is specified and 111hat is attributed to 1t. ca_st m '.d.terna­
tn:e mental and physical idioms, are one and the same. Such 1de1_1t1t~es ar.e 
5'.11d _t<! be rro.1s-rnleK01)' identilil's. Logically, of course, ~h~y ar~ stnc~ id_enu-_ 
ties. I here are no identities but strict identities: What 1s 1dent1cal wnh nself 
is _necessarily identical wit!~ itself (although the existence of no natural 
tlung is thereby insured). The notion of :1 "theoretical identity." then. is 
sin_1ply the noti~m of a strict identity, regarding the confirmation of ,,·hich 
L~I~Jniz's law is denied application.· . . . 

1 here are difficulties with this theorv. For one thing. "theoreucal identi­
ty" is often made to follow as a matt~r of ontological econonl\' from the 
~•!lege~l e_x_tensional equivalance of paired mental and p_hysic~d attrib1'.tions. 
1 hat is, if the correlations obtain, then, as a matter of parsimom· (Smart. 
l 963), what is thus related must (it is said) be identical. The 11011 s!'q11it11r is 
clear. This suggests (see Brandt & Kim. 1967) that there are conceptual 
alternati\'es to identity consistent with such equivalence, and hence. that 
the relative force of reductive and nonreductive possibilities must be ex­
plicitly compared. 

_Second,_ the paradigms of cross-category identity offered in the empirical 
snences (h~l1tning bolts and aggregates of ionized particles. gase~ and ag­
gregates of molecules) are invariably drawn from pure!\' plws1cal phe-
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nomena (see Cornman, 1962a; Feig!, 1958/ l 967; Smart 19:"'>~l/ l ~Hl'.2). One 
simply cannot find an acknowledged canonical instance of a cross-category 
identity involving the mental and the physical that plaYs an explanatory. 
law-governed role in any science comparable to that plaYed In· the physical 
paradigms mentioned. The upshot is that it is simply unclear ,l'lu1/ criteria 
or conditions should be taken to establish a psychophYsictl identity. 

Third, although it is often taken for granted that \\T ma\" at least estab­
lish the requisite empirical correlations between the mental and the physi­
cal, the fact is that under the usual conditions adduced. it is demonstrably 
impossible for just those phenomena that do not lend thcmseh-es to \'in­
dicating Leibniz's law. For consider that where "propositional attitudes" 
obtain (believing that, fearing that, wishing that), intemional pu1.1lcs regarding 
identity, individuation, and reidentification also obtain. IL then. physical 
phenomena may be specified in extensionally effecti\-e \,·ays and if the 
relevant mental phenomena ca11110/, then it is impossible to establish the 
requisite sorts of empirical correlations or equi\·,denccs in , 1irt111' of <1 1hirh 
contingent claims of theoretical identity may be said to afford an ontologi­
cal economy. All the advocates of theoretical identity (for instance. Corn­
man, 1962a; Feig!, 1958/ l 967) fail to see that there is no effective way in 
which to establish such correlations. 

To speak of psychophysical conelatio11.1 is, effective Iv, to speak of "1\-pe" 
identity theories, of theories that maintain that the occu1-rcnce of mental 
phenomena of certain types can be correlated as such (causally <ff non­
:~usally) with the occurrence of physical phenomena of certain tvpes. But 
if mental and physical phenomena cannot be isomorphicalh· specified be­
cause of intensional problems (see Davidson, 1970; Fodor. 197:J). then 
either (I) empirical correlations can at best be approximated by indefinitely 
extended or infinite disjunctions (both methodologicalh· unmanageable). 
or else (2) the effort at type identity is conceptual!\' impossible. The first 
possibility is the result of Feigl's and Cornman's concessions; and the sec­
ond (as we shall see) leads promisingly in the direction of functionalism. In 
short, there is e\'ery reason to believe that thr' i11di, 1irl1wtio11 of 111r·11tal a11d 
jJhysical states is based on quill' difll'rent Jni11ci/Jlr's. • 

Here, we may anticipate an important development. For if. (I) mental 
phenomena are real, (2) causally efficacious, and (3) 110/ identical with 
physical phenomena, then either ~ve cannot a\'oid ontic dualism or we must 
provide an alternative way of construing the mental. J\.:ow. all \'ersions of 
the identity theory-tvpe and token versions-concede both the first and 
second statements; and these are precisely what are resisted (in \·arious 
ways) by all forms of eliminative materialism. One sees wh\', therefore. if 
type identity theories are unconfirmable, token identity will ;1ppear as a last 
defense for certain theorists committed both to the adequacv of an exten­
sionalist program and to the truth, on commonsense grounds, of both 
statements. This is just the motivation for Donald Davidson ·s well-known 
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theor\' of r1110111a/011s 111unis111 ( 1970). in effect. the principal formulation of 
the tohl'II \'ersion of mind/bod\' identit\'. If. however. token identitv fails­
that is. the third statement is t{pheld. a·nd if the first two statements· remain 
true, then the defeat of the identit\' theory must threaten the gra\'est conse­
quences for the methodology of the psychological and cultural sciences. In 
particular. for instance. it may become neces:,ar~· to concede that at least 
sometimes. causal contexts may (contra Da\'idson, 1971) beha\'e inten­
sionally rather than extensionally (beliefs, for example. may be causally 
efficacious. but on the grounds adduced, identifiable only in intension,{) 
terms): and that at least sometimes, causality need not (again, rontra Da\'icl­
son. 1970) entail nomologicality (that is, causal connections, if specifiable 
only intensionallv, could not be shown to fall under covering laws). This 
explains a good 1~art of the appeal of eliminati\'e and reducti\'e programs. 
Here, we are simply taking notice of what is at stake. 

Type identitv differs markedly from token identity in that it is: (I) com­
mitted to the clisco\'erv of causal laws co\'ering tvpes of mental events and 
(2) committed (at least in the most de\'elopecl versions) to the feasibilit\' of 
identifying mental e\'ents extensionally J1rior to testing identity claims th~m­
selves. The best known specimen of such a \'iew is the one advanced bv J. J. 
C. Smart ( l 9:°J9/ 1962). Its novelty lies with Smart's having introduced the 
strateg,· of a "topic-neutral" identification of mental phenomena (cf. LeYin. 
197~)). In effect, Smart is a "cross-category" identity theorist persuaded 
that the mental can be extensionally specified ,rithout characterizing it in 
eithn mentalistic or phvsicalistic terms (that is. he holds that it may be 
characterized to/Jir-neutmlly). Without the success of such a maneu\'er. the 
empirical prospect of the first commitment is essentially zero. In \'arious 
wavs. well-known causal theories of the mental (see Armstrong. 1968: 
Lewis. 1966; Pitcher. J 971) are keved to something like Smart's strategy. 
particularly in that thev seek to eliminate reference to the phenomenal 
distinction.of the mentai (to sensations, images. feelings. and the like). Such 
reductions must fail. however. if the topic-neutral maneuver itself cannot 
succeed. And it cannot-for demonstrable reasons. 

Smarc's proposal addresses itself essentially to the topic-ne\llral t'.·~at­
'.nent of phenomenal qualities of the mental rather than ~o \\'hat 1s exphcn_h· 
mtentional. Replace all reference to the phenomenal. It recommends, 111 

accordance with the follo\\'ing formula: "When a person sa\'s, 'I see a 
yeUowish-orange afterimage.' he is saying something like this: 'tluT1' is su1111'­

tl1111g goi11g 011 which is /ihc what is going 0 11 \\'hen I h,l\·e m\· eves open, am 
'.twake, and there is an orange illuminated in good li~ht in fro'.1tof me; that 
1s when I really see an orange.'" But the formula 1s not sat1sfactoril\' ex­
plained. For one thing, Smart elucidates the sensory qualities of senson 
perception "as powers, in Locke's sense, to evoke certain sorts of discrimi­
natory responses in human beings"-that is, in topic-neutral terms as well. 
But it is not clear how, in empirical terms, suitable type regularities of this 
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behavioral sort can be reliably ascribed in a no11-qucs1io11-hq~gi11g way to, 
say, all discriminable colors. Second. Smart elucidates the putati\'e qualities 
of sensations, afterimages, and the like sole!\' h\' matching their powers to 
evoke certain sorts of discriminator\' responses \rit h counterpart discrimi­
natory responses already (dubiously) assigrn:d to \Triclical perception. 
Hence, he holds that the beha\·ioral dispositions in the t\,·o cases are like one 
another. But he nowhere explains the rr1/Jn/ in which ··\,·hat is going on" in 
the one case is like what is going on in the other. in 1•i1'/ul' of ,l'hirh tfu, alleged 
similarity in behavioral resjJ011si, 1e11ess u111 it.,d/ j11.1tif i"hly Iii' thought lo .fix the 
mental ;vent involved, without any alle11tio11 lo jJhn101111•1uil q11r1/itin al all. 

It seems, therefore, either impossible to perform th<.'. kat \,·ithout invok­
ing distinctions that are not topic-neutral or hopelessly question-begging to 
claim to be able to. In fact, Smart actually states that ··the strength of [his 
thesis] depends on the possibility of our being able to report that one thing 
is like another without being able to state the respect in \,·hich it is like." 
The trouble is that in rl'jJorti11g that having an afterimage is like seeing an 
orange, and so on, one is referring to the J1ht'1w111t'11al u•.1/H'rl in which (how­
ever, vaguely or imperfectly) the first is likl' the second. (Oth<.'.rwise, we 
should be driven to define the phenomenal in heha\'ioral terms.) If the 
objection is a fair one, we cannot allow Sman's claim to ha\'e supplied an 
extensional (topic-neutral) identification of types of mental phenomena in 
virtue of which strict type-identity claims may be confirmed. Both on em­
pirical and conceptual grounds, it seems extremely farfctched to suppose 
that there is some set of discriminatory dispositions that could be em­
pirically relied on to pick out, extension;dly (in a topic-neutral way), what 
we sho_uld otherwise have to specify in phenomenal (intensional) terms. For 
o~e th_1~g, there are no known regularities that link q11alir1 and behavioral 
chspos1uons; and for a second, the behavioral dispositions in question are 
bound to be individuated b)• reference to intentional consickrations that 
bear once again on phenon;enal discriminations. How. otherwise, should 
\,·e ever ?(scount mistakes and discrepancies of all sons regarding seeming­
ly promising correlations~ 
. R~garding token identity, we should notice straight off that the difficul­

ties m applying Leibniz's law, the topic-neutral identification of the mental, 
,~nd the provision of reasoned criteria for affirming cross-category identi­
ties apply with equal force to both type and token theories. 111 fact, one of 
the most telling constraints affecting token identity is that to affirm the 
t!1,esis ent,'.ils affirming the empirical possibility of type identity as well. 
( I he entailment is often resisted.) It is just the distinction of Davidson's 
\·ersion of token identity (certainly the best known and best developed) that 
it precludes that possibility. Based on the argument, therefore, token iden­
tity must fail as well. Of course, token-identity theorists need not subscribe 
to Davidson's argument. For example, they may hold that although psycho­
physical laws are entirely possible (see Stevens, 1957), supporting evidence 
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is too \\'eak to be relied on, or there may be no known such laws on which to 
rel\'; hence, causal explanations invoh·ing the mental may not invol\'e more 
than token identities (see Fodor, 1975). 

Da\'idson's theorv (1970) is committed to the consistency of the followin" 
. , . t, 

t nad and to the truth of its constituent propositions: 

ti_) at least some mental e\'ents interact causally with phvsical events (the Principle of 
Causal Interaction); (ii) where there is causality. there must be a law: e\'ents related 
as cause and effect fall under strict deterministic laws (the Principle of the 
Nomolo~ical Character of Causality); (iii) there are no strict deterministic laws on 
the basis of which mental e\'ents can be predicted and explained (the Anomalism of 
the l\lental). 

It is clear that in being committed to the "anomalism of the mental,,. Da\'id­
son opposes the supporters of type identity in denying-consistently with 
their joint acceptance of the reality and causal efficacy of mental e,·ents­
"the existence of psychophysical laws.'' Anomalous 111011is111, then, signifies 
the conjunction of this denial and the affirmati\'e claim that "all events are 
physical." Hence. the defeat of token identity-conceding the reality and 
causal efficacy of the mental-cannot fail to affect the methodology of the 
sciences conc~rned with mental phenomena. 

N_ow. Davidson explicitly insists that "the mental is nomulogically irre­
ducil~le: there may be true general statements relating the mental and the 
physical, statements that have the logical form of a law; but they are not 
lawlike .... " Unfortunately, he nowhere explains precisely how to decide 
whether true general statements about the mental are or are not lawlike: 
and so he cannot, at least as far as the formal properties of laws are con­
cerned, claim that general statements linking the mental and the physical 
cannot be lawlike. 

Also, Da\'idson holds that "lawlike statements are general statements that 
?1PP0 n counterfactual and subjunctive claims, and are suppm:ted by their 
111stances"; but it is not clear that all general statements supportmg counter­
fac'. ual and subjunctive claims are 1'awlike. Regulariti~s said to be "cosmic 
accidents'' or accidental regularities with a long run of !~ck that ~re not (or 
would not happen to be) disconfirmed by particular firnte sets of test cases 
appear to support counterfactual and subjunctive claims as well as normal, 
law like claims (for example, such claims as If that for that] radiator lw~f~o~en. 
ii would have brolwn; or If that for that] /Jil'Ce of butter had hem heated to I )0 f .• ii 

,uould lurl'e melted). The relationship between the antecedent and conse­
q.uent of all such conditionals may not be one that marks a law!i~e propen­
sny or trait, even though the occurrence of the event spenhecl by the 
rnnsequent will normally be open to causal explanation (for example, If that 
{<~r that] rhichen gizzard has an odd n11111 ber of stones in it. war will breah out). Onh 
tf one refused to concede such a possibility-for instance, by holding that 
only the assumption or denial of law like propensities underlving such reg-
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ularities affects the admissibility of supporting such claims-could one hold 
that only lawlike generalizations actually support counterfactual and sub­
junctive claims (see Goodman, 1955/ 1965; Stegmi.iller. 1977). But that 
would beg the question at stake; and it is a maneuver that Da\"idson in 
effect denies himself. 

In fact, Davidson admits that "there is (in my \'iew) no non-question­
begging criterion of the lawlike," that "lawlikeness is a matter of de­
gree .... " Also, he admits that (ii) is "stronger than required"; in fact, it is 
clearly contrary to familiar views about probabilistic la\,·s (cf. Salmon, 
1970). With these distinctions in place, it is relative!\' easv to see that just as 
with Smart, Davidson's token-identity thesis requires some topic-neutral 
way of treating the mental extensionally. But if that is possible, then the 
type-identity thesis is also eligible. Hence, the triad is i11cons1ste11t, since (iii) 
is incompatible with type identity. That is, if (i) is true. then. in principle (in 
Davidson's view), mental events must fall under co\'ering laws (ii). But if 
they do, then it is impossible to preclude psychophysical laws for concep­
tual reasons alone (iii). 

Hence, the triad is inconsistent. It is impossible, in short, that if indi­
vidual mental events can be suitably identified as such-so that they can be 
known to enter into causal relations-they cannot (in principle) enter as 
such into nomological relations. If mentai phenomena can be assigned a 
causal role, they can be identified in a suitably extensional way; and if. as 
s:1ch, they can be identified extensionally, they can enter into lawlike rela­
tions. Thus, either the mental cannot as such be assigned a causal role 
(\:~ich Davidson denies), or psychophysical laws are conceptually and em­
pmcally possible (which Davidson also denies). But these alternatives are 
exhaustive as well as exclusive, and thPV do 110/ depend 011 f'ilher tolu·11 or typl' 

uifnt~ty. In fact, Davidson emphatically-says that "causality and identity are 
relations between individual events no matter how described" (that is. they 
hold extensionally). 

Davidson offers a further, entirely plausible basis for construing dis­
course about the mental intensionally: The "attribution of mental phe­
noi:n~na," he says, "must be responsible to the background of reasons, 
beliefs, and intentions of the individual"; our particular ascriptions are 
progressively adjusted to accumulating evidence controlled and inter­
preted by reference to "the constitutive ideal of rationalitv." This means 
that generalizations about reasons cannot be law like bec;n;se ( 1) they are 
"indefinitely refinable" relative to description-relative considerations, and 
(2~ they are thus refinable in terms of a "holistic" grasp of the interrelation­
ship among all rele\'antly specified elements. In effect, this means that the 
me_ntal is incorrigibly intensional. If so, then either the mental cannot be 
assigned a causal role (because of the extensionality of causal contexts), or 
if it is assigned a causal role, the psychological and cultural sciences cannot 
be treated methodologically in the same way as the physical sciences (be-
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cause intensionally specified causes cannot, as such, be said to fall under 
covering laws). Furthermore, if the mental is incorrigibly intensional, then 
all forms of the identity theory must fail (because no isomorphism and no 
manageable correlations could obtain between the mental and the 
physical). 

There appear to be no further alternatives within the framework of 
reductive materialism. We are obliged, then, to move on. 



CIIAIYf'ER TIIREE 

Behaviorism 

THE CHALLENGE OF BEHAVIORISM 

We have rejected various f«:>rms of reducti,·e materialism for hoth ontologi­
cal and methodological reasons. But it is quite impossible to regard the 
argument as settled without a close examination of the \'arieties of behav­
iorism. In fact, from the behaviorist outlook, to ha\'e conceclecl the primacy 
of cognitive psychology within the entire range of the social and heha,·ioral 
disciplines may already be questionable. Certainly, for extreme behavior­
ists-notably, B. F. Skinner-the concession is thought to cncourag-e, if not 
to entail, the false doctrine that psychological explanations require an incl­
iminable reference to internal mental states. 

Skinner, of course, has been the most energetic and influential beha\'ior­
ist in the Anglo-American tradition. He is critical ( 193H, 19i-l) of both J. B. 
Watson and I. P. Pavlov, for instance, and, somewhat more implicitly. of 
Clark Hull's moti\'ational and drive theories (influenced hy Pado\') in\'oh·­
ing ineliminable central "need states" (Hull, 1943); and he is particularly 
attenti\'e to the philosophical and conceptual problems that the science of 
psychology poses. He oqjects to Watson's blithe neglect of' psychological 
states and stresses his failure to distinguish, both conceptually and meth­
odologically, between behavioral and physiological accounts. He ol~jects to 
Pado\''s and Hull's reliance on central states, and to E. C. Tolman's charac­
terization of central states in mental and intentional terms. i\'orman J\fal­
colm ( 1964) applauds Skinner's exposure of the "error of intrnspec­
rionism," that is, that "psychological reports and utterances ... are based 

34 
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on observations of inner mental events"; but he also objects to Skinner's 
"er~·or of behaviorism," that is. that psychological ascriptions are based 
ent1rely "on observations of outward events or of physical events inside the 
speaker's skin." Kevertheless. the putative "error" is indeed the meth­
odological clue to Skinner's entire program as well as to the central philo­
sophical challenge that behaviorism poses. It turns out, therefore, that the 
principal conceptual issues to be raised regarding behaviorism may all be 
conveniently reviewed in the process of reviewing Skinner's own work. 

Within the range of modern learning theory (see Hilgard & Bower. 
1975), the principal American views have tended to center on two themes: 

I. 

2. 

whether relevant explanations of beha\'ior can be adequately prm·ided in terms 
restricted to such factors as stimuli. responses. and reinforcement schedules, or 
whether they require reference to central states (cortical and subconical states, 
as in phvsiological psychology): 
whether intentional or mentalistic characterizations of either or both beha,·ioral 
'.111cl central-state elements may be defensibly eliminated in the interest of bring­
mg psychology into closer accord with the physical sciences. 

The Skinnerian orientation takes a strong position both against the explan­
atory importance of central states and in favor of reducing or eliminating 
the intentional. By contrast, the Pavlovian view requires central states and 
though favoring the adequacy of a physiologically grounded vocabulary. 
does not actually address the issue of systematically replacing reference to 

''.subjective states"-panicularly at the human level-by the use of an essen­
t~ally physiological vocabulary (see Pavlov, 1927, 1928). The polar alterna­
llves of the first theme serve, also, to fix the essential difference between 
Pavlov's so-called "classical conditioning" (the "conditioned response") and 
Skinner's so-called "operant conditioning" (in which "emitted" behavior 
d~e_s not depend on some i111111ediate(,• provided stimulus). 

I he fundamental difference between Pavlov and Skinner remains, of 
course, the difference between a physiologist and a psychologist. Pavlm· 
!~olds reductive views about the mind/body problem, but these have rather 
little place in his detailed study of the conditioned reflex and appear, 
primarily, in his polemical remarks. Skinner also has redt'.ctiv~ convictions, 
but these, precisely, are directly addressed to the a~alys1s of rnent~l phe­
nomena. Hence, Skinner's view of the first theme 1s only partly d1rected 
ag~inst Pavlov: Physiologically characterized central states do not (Skinner 
~turns) bear on the explanation of behavior, althougl: th~y have a genu­
mely explanatory function; but central states charactenzed 111 mental terms 
h,~ve no explanatory function at all. The difference between the two is 
often _obscured by construing the entire range of behavioristically oriented 
theones as stimulus-res/Jonse (S-R) theo1·ies. But the important difference. in 
~he context of psychology, has more to do with the greater theoretical 
importance assigned to the second theme than to the first. In any case, the 



Behaviorism 36 

resolution of the first theme-as. for instance. fa\'oring l'ad1l\'-need not 
entail the resolution of the second. :\'en.·rtheless. the first raiscs conceptual 
issues of importance (see Estes. I ~)58: Spence. I ~l:11)). 

\Ve mav say that the essential conceptual issue that heha\'iorism poses for 
the philo~opi1y of psychology concerns the eliminahilit\' of mental terms 
(and their referents, of course) from causal accounts. In I hat sense, the 
challenge of beha,·iorism is at least methodological: although. in a realist 
interpretation of explanation. such elimination can hardh fail to ha\'e on­
tological import as \\'ell. It is not important. therefore. in the preselll con­
text, to attempt to appraise or formulate alternatiH· \'t'rsions of heha\'ior­
ism. once heha,·iorists concede-if the\' do. sa,·. in 1he manner of E. C. 
Tolman ( 1958)-that mental states ma~· he im.'liminahly required in psy­
chological explanation. On the other hand. to admi1 mental states at the 
explanatory le\'el must ha,·e consequences for the charanerization of psy­
chology as an empirical science. 

ALTERNATIVE FORMS OF BEHAVIORISM 

Behaviorism is not one doctrine. Skinner himself has changed his ,·iew 
from time to time, has commented on the ,·ersicms he rejects and ra,·cffs. 
and has e\'en classified certain alternati,·e forms of hel1a,·iorism. In the 
most convenient classification, there are said to he at kast thn·e signifi­
caritly different fundamental versions: (I) logiml (or philosophical) f)('hm.•­
iuri.,m, (2) me//l()r/ologirnl helurviori.1111, and ('.1) mr/irn/ l//'hm•iuri.,m (see Lacey. 
l 9i8; also, Kaufman. l 96i; l\lischel, I 9i5). Skinner is of'tcn described as a 
logical beha\'iorist: but it may he more accurate to identih him as a radical 
heha\'iorist. He does say ( 1974) that .. menial life and I he \\:oriel in \\'hich it is 
li\'ed are ... im·ented on the analogy of external heha,·ior occurring under 
ex1ernal contingencies" (p. 115), which suggests one \'ersion of Iog-ical be­
haviorism: but notably in his disapprn\'al of .J. B. \\'alson's psychological 
program, he makes it quite clear that mere!\' to ignore menial and psycho­
logical phenomena is neither to r~ject the i1{trnspectionist's ,tppeal 10 inner 
states nor lo presen·e the heha\'ior to be ex plained. He also sa,·s. •• I consider 
scores, if not hundreds, of examples of mentalistic usage.· ... l\1any of 
these ex1)ressions I 'translate into behavior'" ( I ()i4) \,·hid1 su<r<rests an-

~ • • t,h 

other version of logical heha,·iorism. :\lore characteris1 ically. Skinner 
( l 9i4) regards the effort at transla1ion as pe1·iphcral to the explanaton 
efforts of psychology. in accord with which •'states of' n,ind ... may be 
interpreted as collateral products of the contingencies \\·hich ge11erate be­
ha,·ior" (p. iS)-a ,·ersion of radical beha\'iorism. 

Logical /J,,fun•ioris111 maintains that all mental predicates (or clescriptiYe 
and explanatory terms) may be translated, paraphrased. defined, analyzed. 
reduced, eliminated. or replaced by behavioral and en\'ironmental terms. 
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without am· loss in the pm\'er to designate whate\'er is psychological!\' real. 
Logical beha\'iorism is simph· the counterpart of \'arious forms of red.ucti\'e 
materialism. It may be fairly said that Skinner nowhere completes a speci­
men account of such a reduction. But Skinner himself explicith· affirms 
that he is "a 1·aclical beha,·iorist simph· in the sense that I find 11(; place in 
the fonnulation f of ps\'chological explanations) for anything which is men­
tal" (\\'ann, 1964).* 

,\frtlwdologiml '"'hm•iori.rn1 is equin>eally characterized by Skinner. de­
pending on whether he intends his own or J. B. Watson's practice to illus­
trate the notion. It is. in any case. a theory about the methodological con­
straints propei-ly imposed on, and the explanatory pcrn·ers of. empirical 
psvchology. If we take Watson as the paradigm. then methodological be­
ha\'iorism is simply the beha\'iorist counterpart of those materialist \'ie\\·s 
that preclude the mental from e,·en falling within the explanatory compe­
tence of empirical science (mentioned in the preceding chapter). If we take 
Skinner as the paradigm, then methodological beha\'iorism is the meth­
odological face of radical beha,·iorism-which we ha\'e \'et to characterize. 
In this second sense, "while there may be regularities i1woh·ing cogniti\'e 
\'ariahles fin effect, mental states]. any data which supported hypotheses 
concerning them also would support hypotheses about [nonmentalistic] 
eiwirnnmental regularities (which are deducible from the cogniti\'e h\'­
potheses)" (Lacev. J 978). At any rate. \\·e can accommodate the intended 
distinction. whil~ emphasizing (what Skinner insists on) that beha\'iorism 
need not. and does not, ignore the mental. 

Radirnl behm•iori.1111 maintains (Skinner. 1953) that "from (I) that beha,·ior 
occurs as a function of ccJffniti,·e \'ariables. and (2) that the cogniti\'e \'ari-

1"1 ' 

ables are functions of en\'ironmental \'ariables, it can be deduced that the 
behavior occurs as a function of e1wironmental \'ariables•· (Lacey. 1978): 
and_ that. because of this. explanations in terms of' cogniti\'e variables are 
entirely \'acuous and mental phenomena are fictions. The argument is a 
11011 -'l'(j1tit11r, in the sense that if there are independent functional la\\'s 
co,·ering the first proposition and independent functional laws co\'ering 
the second. there ma\' not be an\' such Ia,,·s co\'ering the conclusion. The 
variables identified i1•1 both pro1;ositions need not be logically related in 
such a wav as to permit anv lawlike conclusion. This need not. in fact. 
represent the radical beha\'iorist's best ,·iew. For if the replacement of 
mental terms need not irn·ol\'e "exact beha\'ioral equi,·,dents," the radical 
beha\'iorist need onlv maintain that "the objection to inner states is not that 
they do not exist, b~it that thev are not r~le\'ant in a functional anal\'sis" 
(Skinner. 195:~); that states or' mind a1·e onl\' "collateral products of the 
contingencies \\'hich generate beha\'ior" ( I ~174. p. 75): that "rnentalistic 

"':\ quoted comment of Skinner in the cxchang-c li,llowing- the discussion of his paper ( I \Hi-1 ). 
at a S\'lnposium in the Rice l'nin~rsit,· Scmice11tc1111ial series. 
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explanations explain nothing" ( 1974). Part of Skinner·s intent is to dai_m 
the adequacy of explanations of beha\'ior in em·ironmental (and ge1_1et1c) 
terms; and part, to insist on the vacuity of explanations restricted to 111ner 
mental states. 

Skinner's reasons mav strike us now as rather nain·. For one thing, he 
sees (1974) the admissi~n of the mental, the purposive. the ,·olitional. the 
intentional as entailing some form of ontic dualism; though distinguishing 
(as we already have) between ontic and attribute dualism. it oln·iously need 
not. For a second, Skinner ( 1964) appears to rule out the full rcle,·,mce of 
introspection on grounds weakly linked to his \'iews of the ··empi1·ical." For 
a third, he (1974) seems to believe that mental processes "are real enough 
at the level of behavior, but merely questionable metaphors when moved 
inside [to facilitate explanation]." But the beha\'ioral analvsis of the mental 
is not explicitly supplied; the claim that the mental ocn1r~ onh· in manifest 
behavior appears (on introspective grounds) to he f1ath false: and ~he 
imputed vacuity of explaining behavior in terms of cemral psvchologJCal 
states is, thus far, merely a question-begging charge. Finally, Skinner 
opposes the explanatory use of inner mental phenomena because they ''.re 
"unobservable" and "inferred," hence incapable of explaining behanor 
(_l ~53). Nevertheless, they are introspecti\'ely accessible and publicly _intel­
ligible, and observational data about behavior itself ma,· support 111 an 
empirical way reference to inner mental states (fear. s,l\··. on the basis of 
~pparentl~ fearful behavior) that need not be completel·y accessible, e,·en 
mtrospect1vely. 

OBJECTIONS TO BEHAVIORISM 

The most serious questions confronting behaviorism include at least the 
following: 

I. wheth_er the mental can be described in terms not loµ;icallv depernle11t 0 11 the 
behavioral; • 

2• whether th_e _entire range or behavior can be described in 11011i11te11tional or 
nonmentahsuc terms; 

3. whether the e~planati_on or behavior, or at least or a siµ;11ilica11t ra11µ;e or heh,l\'­
tor, can be sausfactonly provided without reference to inner or central mental 
states; 

4 • whether it is an open question, given behavioristic criteria of intelliµ;e11ce or the 
hke, that a system, satisfying such criteria, may still he said to lack a mind. 

All four lines of inquiry have been amply explored in the literature. 
The most inclusive negative response on the first question-in effect. 

mounting an attack on logical behaviorism-is probably furnished by 
Fodor (1968). In Fodor's view, the behaviorist accepts the following as a 
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necessar~· truth: (P) "For each mental predicate that can be employed in a 
psychological explanation, there must be at least one description of beha\'­
ior to \\'hich it bears a logical connection" (p. 51). Fodor intends the ex­
p1·ession "logical connection" to be not restricted 10 purely deducti\·e con­
nections; if, for instance, one admits a "criteria)" or '"grammatical" connec­
tion het\\'een the mental and the beha\·ioral-as in \Vittgenstein"s 
( 1953/ 1963) famous remark "An "inner process· stands in need of out\\'ard 
crite1·ia"-one maintains a behaviorist position. Fodor dubs those \\'ho elem· 
'"necessarilv P" 1111·11talists; hence, mentalism is not equi\'alent to dualisn;, 
and \\'ith beha\'iorism. exhaustively and exclusively classifies all psychol­
ogists. Also, mentalism is compatible with (but does not entail) monism, and 
in particular is compatible with (but does not entail) materialism. In effect. 
mentalists (Fodor, 1968) hold that '"statements about minds and statements 
about behavior are logically independent" (p. 56). The strongest sense in 
which mentalists may support their claim is simply in affirming that mental 

1','c11ts may bf' thf' caust's o( bchm 1ioral n•1•11ts; for in any standard view, e\·ents 
that are causally connected (say, a feeling of panic and running) are con­
tingent and in~lependent of one anothei-. Behaviorists can defend their 
J~osition only by establishing the affirmati\'e \'ie,,· regarding the third ques­
ll~>n (whether the explanation of behavior can be satisfactorily pro\'iclecl 
wnhout reference to inner or central mental states) and by showing that 
ini~er mental phenomena are themseh·es behavioristically construed-in 
effect, by demonstrating the \'alidity of logical beha\'iorism. 

Provisionallv, then, unless causal interaction is untenable. beha\·iorism 
risks an easy d~feat-as in the commonsense admission that pain mav cause 
one to wince. Notice that Skinner does appear to acknowledge mental 
causes of behavior. He cannot simply hold that, i11 their turn, such causes are 
functions of envir,_mmental \'ariables; that is, he cannot simply hold that 
the (mental) causes of behavior are themseh·es caused. That. effecti\·ely. 
'~'<ndd be to concede his opponent's position with respect to the first ques­
tion (whether the mental can be described in terms not logically dependent 
on the behavioral). since it would entail the independence of mental e\'ents 
and beha\'ior. Independent central mental st,~tes would then be impossible 
to deny. Skinner must hold. as he apparently mtends. that reference to the 
mental is no more than a convenient idiom for approximating. b\' stages. 
genuinely operative causes-the lawlike connections (holding solely) be­
tween beha\'ior and environment. That thesis, however, is preciseh· the one 
in dispute. 

Again, it is no weakness that mentalism entails (as Fodor remarks) a 
commitment to "minimal skepticism." that is, to the ,·iew that we cannot. on 
the basis of observable behavior, determine with logical certainty \\'hich 
mental state one is in; the fact is that a behaviorism in which onh· ·criteria( 
or grammatical connections between the mental and the beha\'ioral hold is 
already committed to minimal skepticism-the result. simJJlv, of aclmittincr • 1"'I 
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that criteria are sufficient only in some idealized context that lle\·er actually 
obtains (see Albritton, 1959; Malcolm, I 954). In order, therefore, for Skin­
ner to conform to his own restricted view of what is observable (in which 
physical objects and physical movements are the paradigms), he must opt 
for some form of logical behaviorism. Connections as loose as the criteria! 
would entail a fundamental revision in Skinner's notion of what. within the 
context of empirical science, is actually capable of being obsen-ed. On the 
strength of our earlier counterarguments against reducti\'e materialism, 
logical behaviorism would seem impossible to establish. 

Regarding the second question (whether the entire range of beha\'ior 
can be described in nonintentional or nonmentalistic tenns)-and, some­
what less directly, the third-the principal ol~jection has been posed by 
Roderick Chisholm (1957), namely, that every effort to secure a beha\'ioral 
analysis of mental states (in particular, believing and intending) either fails 
or smuggles in an ulterior intentional distinction that is o\'erlookecl. In 
effect, in Chisholm's view, intentionally qualified phenomena cannot be 
adequately characterized in terms of physical movements alone. Charles 
Taylor (1964) adds the following important claim: that "the distinction 
~etween action [that is, cognitively directed beha\'ior] and movement 
[mvolves] the notion of a center of responsibility which is inseparable from 
~~e _notion of action" (pp. 56-57); "what is essential to this notion of an 
mside,'" he adds, "is the notion of consciousness in the sense of inten­

~ionality," that is, that one's action "has an intentional description for him. 
IS an 'intentional object"' (pp. 58-59). This holds, not unreasonably. for 
human beings, who, after all, are linguistically apt. 

_!aylor provides more routine evidence of the difficulty in holding the 
af hrmative with regard to describing behavior in nonintentional terms. He 
obsei~ves that "it is a peculiarity of an action that its having a gi\'en direction 
0 ~ bemg an action of a certain kind is a fact which holds of it independently 
of _the antecedent conditions which give rise to it. We first identify the 
act10n and then search for the conditions which brought it about" (p. 45). If 
an _action cannot be identified as an action in virtue merely of any set of 
finitely many physical movements, then we cannot hope to vindicate the 
behaviorist view of describing behavior in nonintentional terms. One way 
or another, we should be obliged to introduce controlling central states. 
For example, there seems to be no reasonable way in which to identify an 
act of insulting another-first or in general-by identifying a physical 
movement or set of alternative movements that have that intentional im­
port;_ and to acknowledge its intentionality as psychologically real seems to 
require reference to the agent's central states. 

J:I~re, a complication arises, because there are alternative ways of de­
scnbmg central states that need not entail mentalism. N. Tinbergen 
(195 I /1969), for instance, manages in his pioneer study of animal instinct 
to combine innatism and behaviorism-methodological behaviorism, per-
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haps-in a way that is strikingly in accord with Skinner's strictures on 
objective science (although critical of his avoidance of innately controlled 
behavior). Several issues need to be stressed regarding Tinbergen's work. 
In a spirit not unlike Taylor's, with regard to the higher mammals and man 
at least, Tinbergen does not oppose intentional ascriptions. But among his 
fa\'orecl phenomena-within the range (say) of insects and birds-he \avs 
quite flatly that "although ... the ethologist does not want to deny tl;e 
possible existence of subjective [mental] phenomena in animals, he claims 
that it is futile to present them as causes, since they cannot be observed by 
s_cientific methods" (p. 5). Accordingly, they supply ("hunger" and "anger,'' 
for instance) "a convenimt description of the state of the animal, based on 
su~jective as well as o~jective criteria"; "they are," however, he says. 
"known only by introspection" (p. 5). • 

But the avoidance of intentional or cognitive ascriptions is and must be 
~ompensatecl for by characterizing effective stimuli (now thought to be 
identified in behavioristic or "objective" terms) functionally, that is, in terms 
involving something like recognizing an abstract or universal similarity 
among a set of concrete stimuli. In his famous studies of the stickleback, for 
instance, Tinbergen noted that the fighting of males during spring mating 
was probably triggered in such a way that "the fish reacted essentially to the 
reel and neglected the other characteristics [ of an opponent fish]. Yet its 
~yes are perfectly able to 'see' these other details" (p. 28). All his studies of 
mgenious changes in the size and shape of the decoy stickleback, in the 
distinctive red coloring around the throat and belly, and in similar features 
confirm that stimuli must be construed abstractly or functionally-as in­
volving, in some sense, the discrimination of a determinate color as falling 
(s~iy) within a range "programmed" for res~onse. Similarly, "t?e reactions 
0 ~ many birds to flying birds of prey are often released by qmte harmless 
birds'': Tinbergen and Konrad Lorenz ( 1970) have tested the power of 
various quite differently shaped bird models to "release" the same relevant 
response. 
. In short, there is 110 way in which such a (teleological) model of explain­
m_g cognitive or noncognitive but purposive behavior can be sustained 
wnho~tt admitting abstract, functional pr?pe~·ties bofh in t?e description of 
?ehav1or-pertinent to describing behavior m nonmtenuonal terms-and 
111 the characterization of central causes-pertinent to explaining beha\'ior 
without reference to inner or central mental states. This, then, affects both 
Tinbergen's and Skinner's position in a most decisive ,~ay; for Skinner (as 
well as E. L. Thorndike, I 949, and Pavlov) is com1mtted to the lawlike 
re!nforcement of certain behavioral regularities. It makes no difference (in 
this regard) whether we are dealing with classical or operant conditioning 
(tha~ is, with the difference, respectively, between con~ljtioning in which 
contmgent sensory stimuli evoke or elicit species-specific reflexes or re­
sponses, usually keyed to standard sensory events, and conditioning in 
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which spontaneously "emitted" beha\'ioral acts "operate" 011 the e11\'iro1~­
ment to reinforce a generalized beha,·ioral response). In Skinner's \'iew, 1t 
is the operant (the generalized beha\'ioral response) that is reinfon:t:cl by the 
presentation of a reinforcing stimulus. But the operant is a fu11nio11ally or 
abstractly described response. It cannot be a class of cletenninate responses 
(although Skinner, 1938, seems tempted at times by that characterization). 
since a physical movement must be determinate and particular: but it can­
not be a particular response either, since physical responses must differ 
fairly widely from instance to instance, and since it is simpl\' false that 
reinforcing patterns (of any sort) reinforce any particular physical '.·e­
sponse. It must, therefore, be the abstract functional response that is rem­
forced and is the same from particular response to particular response. But 
if so, then Skinner cannot meet his own constraints on obser\'ationality. 

Alternatively, if functional attributes are thus introdun:cl. then Skinner 
cannot satisfy the behaviorist version of describing beha,·ior either in non­
intentional terms or without referring to central mental states: for to sup­
port the theory of operants even minimall\', one would ha,·e to construe 
organisms as automata programmed to res,;ond to a range of determinate_ 
stimuli (a view close to Tinbergen's). That would require the admission of 
ce~tral st~tes at the explanatory level, though not necessarily mental st,'.tes. 
whtch Skmner is at pains to avoid. In short, there is e\'en· reason to behe\'e 
that the very concept of an operant is the beha,·iorist's <;bscun: altcrnati,·e 
to the mentalist's appeal to central states. The discrimination of functional 
or a?s~ract similarities across a range of particular stimuli requires the 
ad~iss~on of suitable central states in the discriminating system: if that 
ability is treated as cognitively significant, then those ce11t1·,tl states must be 
mental. 

These considerations signifv that even at an animal level below cognition. 
properties, dispositions, and ~apacities must be ascribed that: 

I. 
2. 
3. 

4. 
:J. 

cannot be d~fined or analyzed solely in physical terms (attribute dualism): 
cannot be_ said to be "observationally" accessible in the beha\·iorist's sense: . 
must b~ hnked with internal, central states of organisms distinct from thell" 
determinate behavior· 
are defensible in ter~s of the actual empirical practices of science: 
must play a causal role in the empirical explanation of actual bel1avio1·. 

It is ?(fficult to see, therefore, why analogous powers of a fullv mental or 
cogmti~e so:t should not, among the higher animals and man at least• be 
defens~ble for e\'en stronger reasons. The argument bears as much on 
excludmg _central states as on using nonintentional terms, and introduces 
us to the mitial plausibility of preferring functionalism (the topic of the 
next chapter) to behaviorism. 

We may add, here, that there can be no effective behaviorist analysis of 
such statements as E. C. Tolman's "the rat expects food at locadon L" 



Behaviorism 
43 

(To_Iman. Ritchie, & Kalish. 1946)-if we mean to capture anything like its 
ordmarv sense. Tolman ·s definition of the rat's expectancy holds that 

• • • if ( 1) he is depri,·ecl of food.(~) he has been trained on path P. (3) he is now put 
on path P. (-1) path Pis now blocked. and (5) there are other paths which lead awa,· 
from path l'. one of which points clirecth· to location L. then [the rat] will run clow{1 

the path \,·hich points directly to location L. 

Con-espondingly, the rat's not expecting food at location L entails that 
under those conditions, "he will not run clown the path w i,ich pvints cli­
rectlv to location L." But. say, "if there were a cat astride the path leading to 

L, we would not take the immobility or even retreat of the rat as e\·idence 
that he did not expect food at L" (Tavlor, 1964, p. 80). The problem is 
precise!~· that of the adequacy of nonintentional criteria in intentional con­
texts. There simply is no finite set of Tolmanian conditions for testing 
whether an expectancy obtains or not. 

THE EXPLANATION OF BEHAVIOR 
VIA INTERNAL STATES 

\Ve must look at the exclusion of central states more closelv. The most 
famous criticism of Skinner, with regard to this question, is, of course, that 
offered by l\'oam Chomsky (l 959) in his review of Skinner's Verbal Brlwuio,· 
( l 9:j7). Chomsky stresses the general inescapability of admitting internally 
organized dispositions toward learning or cognitive growth. Skinner op­
poses all such views. because he takes them (unjustifiably) to entail Carte­
sian dualism: "the theory of an invisible, detachable self ... a little man or 
homunculus" whose "wishes ... become the acts of the man observed by 
his fellows" (Skinner, 1964. p. 79). He also ol~jects to the inherently "in­
complate" nature of explanations given in terms of (central) mental causes. 
_For instance, he says, "A disturbance in behaYior is not explained by relat­
'.ng it to felt anxiety until the anxiety has in turn been explained. An action 
'.snot explained by attributing it to expectations until the expectations have 
111 turn been accounted for." (As we shall see, in a later chapter, this issue 
will distinguish the roguitivist from the behaviorist.) Here, Skinner simply 
collapses the need to explain molar behaYior into the charge that to do so 
by reference to central mental states is necessarily incomplete. 

Chomsky attempts to demonstrate that verbal behavior could not be 
s~ttisfactorily explained (or even described) in terms of Skinner's "func­
tional analysis." The acquisition of language, he claims, is simply incom­
!)atible with Skinner's theory, emphasizing particularly the peculiar rapid­
Hy with which children learn to perform in a linguistically skillful way, and 
also, the "creative" feature of language, the fact that competent speakers 
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can produce and understand sentences instantly that they ha\'e ne,·er pro­
duced or heard before. 

Elsewhere, Chomsky ( 1957) argues that certain grammatical complex­
ities of language (in particular, the "embeclcling·· of Sl'llll"IHTS) are in effect 
inexplicable on the basis of the learning processes admitted hy Skinner. His 
claim is that the processes of sentence formation (in natural languages) 
"have no finite limit," but (in effect) the reinforcement of opnants requires 
"finite state processes." "English is not a finite state language'" (p. 21), 
Chomsky maintains, in the sense that it cannot be accounted for hy a system 
or machine that mo\'es in a finite number of steps from an "initial state'' to 
a "final state," /Jruducing in each intermediate state a11 rulditi{)/1(/I il'onl. Such a 
finite state language may he said to exhibit a "finite state grammar.·· But 
the embedding of sentences-for instance, "if S 1• then s'!.:· "Either S:1, or 
S.1 ," "The man who said that S", is arri\'ing today" (where S 1• S'!.. S:i• ... are 
declarative sentences in English)-cannot be generated hy a finite state 
grammar (p. 22). All such sentences will exhibit word dependencies (across 
the comma, in our specimen cases) that permit the insertion of Ss, to pro­
duce infinitely many sentences. A finite state grammar cannot account for 
the rules by which an infinitude of such sentences can he prnduced or for 
the dej1endency constraint. I( the reinforcement of \'erhal operants conforms 
to the inadequate power of a finite state grammar (which lllav be chal­
lenged), then Chomsky has indeed shown that Skinner's beha.viorist ac­
count of language must fail. It remains true, nevertheless, that Skinner has 
not shown how operant conditioning can escape Chomsky's attack: and the 
operant model itself seems, on the evidence, not sufficiently aniculated 
(see Lacey, 1974). 

Furthermore, regarding the exclusion of central states in descriptions of 
behavior, R . .J. Kelson ( 1969) has demonstrated that "a heha\'iorist-Iimited 
description is too weak to describe automaton performance"; hence, that i( 
animals are automata (which N'elson a:cepts. but does not demonstrate), 
then behaviorism is too weak to describe ammal behavior. Howe,·er. by 
~malogy at least, Nelson does shm~· that the. explanation of animal behav­
ior-a fortiori, higher-order behav10r-reqmres the admission not only of 
inputs and outputs but of internal states as well. His essential claim is that 
i~ternal states_ are not logically disp~n~able, ~•s Sk!nner supposes. What 
Nelson shows 1s that a system may exh1h1t muluple dispositions that are not 
extensionally equivalent; hence, that multiple dispositions fail to ''charac­
terize internal states uniquely"; hence, that internal states are not reducible 
!n dispositional terms o'.· eli~1_inable. But behav!orist descriptions are 
mtended to collect such d1spos1t10ns and to eschew mternal states. Accord­
ingly, the program must fail. Nelson also shows that internal states ··are not 
definable in any way in terms <!f the _lang~~ge of_· neurophysiology, etc.. on 
grounds that they are not phystcally 1dentthable Ill all members of a species 
in the same way." That two sets of persons are playing a game of chess. for 
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instance, entails nothing about the phvsical mo,·es they make: and that a 
person is in a state of expectation entails nothing. in a sufficient!\' deter-
minate sense, about his or her phvsical states and mm·ements. • 

Finally. D. l\f. r\rmst rnng ( 1968) offers a conceptual argument against 
the heha,·iorist account of dispositions. First of all. Armstrong maintains 
(against the beha,·iorist) that dispositions ma,· be ascribed to thin"s e,·en , b 

when they are not actually manifested: second. he a1·gues that the beha,·ior-
ist rn1111u/ have any explanatory basis for ascribing dispositions (or for pre­
dicting heha,·ior) t'XU'/JI that of the mere record of \\·hat has alreach· hap­
pened on previous occasions. Behaviorism, therefore. confuses dispositions 
and states and fails to grasp the conceptual connection between central 
states and the abstractly specified dispositional uniformity of its \'arious 
phvsical manifestations. His opponent. then. has a rn1w'/1!11al l)(/.1is /11/' .1JJ('(/h­
i11g of disjlo.1itio11s {IS "rnusal faclurs . •• because "an ol~ject"s ha,·ing a disposi­
tional propenv entails [its being] in some nonclispositional state" responsi­
ble for its ··m;~nifesting certain behavior in certain circumstances·· (p. 86). 
In effect. Skinner cannot prO\·ide for the causal explanation of beha,·ior. 
and though he mav successfully predict beha\'ior. he cannot do so on causal 
grounds. Hence. ,~-e must adopt a negative stance regarding the exclusion 
of central states. 

BEHAVIORISTIC CRITERIA 
OF INTELLIGENCE 

The. standard argument regarding the question of intelligenc~ _is pr~)\·ided 
bv C. D. Broad ( 1925). although he could not ha\'e been fam1har wnh the 
most recent work regarding the machine simulation of intelligence. "Hcm·­
e_ver completely the !)eh;n·ior of an external bodv answers to the behavioris­
tic tests for in,telligence." Broad affirms, "it al\\'ays remains a perfect!, 
sensible l)Uestion tc; ask: 'Has it reall\' got a mind, or is it mereh· an automa­
t~m ?'" (p. 614). (\Ve should, today, admit the logical possibilitv of intel­
li~ent. mentally apt automata-concei\'abh·. human beings themseh_·es.) 

I he most recent compelling 1-e,·i,·al of Broad's approach appears 111 a 
paper by T\'ed Block ( J 98 I). Block subscribes to what he terms /1.1~ychulop;i.1111. 

the thesis that what makes beha\'ior intelligent "depends on the character 
of the internal information processing that produces it." Hence. according 
to psychologism: 

• · · two svstems could be exacth· alike in their actual and potential beha,·ior. a!ld in 
their beh·a\'ioral dispositions ar;d beha,ioral capacities_ and counterfactual proper­
ties • .. vet there could he a difference ill the inl'ormatroll process1J1g that mediates 
their s1i;11uli and responses that cletermilles that 0J1e is 1101 at all intelligent. ,1·hile 
the other is f'ullv illtelligent. 
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In effect, Block's view is a fresh version of Broad's claim, and clearly re­
quires a negative \'iew of using only nonintentional terms and excluding 
central states. 

A. M. Turing ( 1950) originally introduced the well-kno\\'n notion of an 
"imitation game," in accordance with which human interrogators could 
judge whether machines think and whether interrogators could always 
reasonably decide whether they were dealing \\'ith machines or humans. 
Block ( 1981) converts this game into the Turing Test of intelligence, taking 
care to avoid a strictly operationalist interpretation ("if a system is given the 
Turing Test, then it is intelligent if and only if it passes") and a "heha,·ioral 
disposition formulation" (since passing may be accidental, failing need not 
indicate a lack of disposition, and human judges are too easily fooled by 
"mindless machines"). Block shows that "no behavioral disposition is suffi­
cient for intelligence," and that if "intelligence is identified with a caJ1acilJ 
[rather than a disposition] to produce sensible responses," heha\'iorism still 
remains inadequate. 

On the "neo-Turing Test conception of intelligence ... intelligence (or 
more accurately, conversational intelligence) is the capacity to produce a 
sensible sequence of verbal responses to a sequence of verbal stimuli, what­
ever they may be." Thus armed, Block describes an "unintelligent ma­
chine" that although it satisfies the test, is, because of its internal informa­
tion processing, "conclusively" shown to be "totally lacking in intelligence." 
Imagine a machine, then, provided with a large finite set of sentences, of 
which a subset may be construed as a "sensible string" if and only if it is a 
conversation "in which at least one party's contribution is sensible." In 
principle, the (finite) set of sensible strings (sentences) could be listed by 
intelligent humans. The machine is confronted by a sentence offered from 
its original list. I_t then searches the set of ~ensible strings beginning with 
that sentence, pICks one at random, and (m the story) types it out. The 
interrogator produces another sentence. The machine makes a selection 
from the subset of its sensible strings that begins with the first sentence and 
includes, sequentially, its first response and the second sentence of its inter­
rogator. The game continues in that way. -~hatever apparent intelligence 
the machine exhibits is, then, solely that of Its programmers. Hence, Block 
concludes, even "the capacity to emit sensible responses is not sufficient for 
intelligence." Intelligence depends, at least in part, on the causal conditions 
under which it is produced-in effect, confirming the negative claim re­
garding the exclusion of central states by way of an affirmative claim re­
garding the lack of a mind (see Boden, 1977; Dreyfus, 1972/ l 979). One 
extremely convenient way of summarizing the thrust of the argument is 
simply to acknowledge that psychological terms-thinh, add, rnnjecture, per­
ceive, feel, intend, want, decide, laurw, and the like-can be usefully employed 
in speaking of systems known to far// mental or cognitive powers, machines 
that merely mimic intelligent beha,·ior, for instance. 
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,-\t the \'ery least, then, returning to our narrower issue, the principal 
forms of beha\'iorism appear inadequate to the tasks of an empirical psY­
cholog\'. Behaviorism seems unable to eliminate mental terms at eithe1· the 
descripti\·e or explanatory level and. in particular, seems unable to elimi­
nate central mental states. 



CI-IAPTER FOUR 

Functionalism 

FUNCTIONALISM CHARACTERIZED 

Our arguments against reductive materialism and behaviorism are essen­
tially designed to separate the analysis of mental and physical properties 
from the issue of accepting or rejecting Cartesian or ontic dualism. Ontic 
dualism is generally admitted to be utterly opposed to any view of a unified 
and continuous world that the sciences could favor. If reductionism and 
behaviorism are untenable, and if ontic dualism is conceptually intolerable, 
both are equally to be avoided. On the other hand, we need not suppose 
that distinguishing between mental and physical properties entails the ob­
jectionable doctrine. Still, if mental phenomena are (I) real, (2) really dis­
tinct from (not reducible to) the purely physical, and (3) capable of exerting 
causal influence, then dualism is compatible with these three proposi­
tions-though not in a way that yields admissible explanations in science. 

Functionalism is the name usually assigned to theories that subscribe to 
these three propositions at least-without eitherfavoring or precluding dualism. 
Sometimes, the term is also intended in a weaker sense, in which the useful­
ness of descriptions and explanations cast in mental terms is conceded, 
without addressing the question of whether the mental can be reduced to 
the physical or whether systems so described actually have mental proper­
ties. For example, it is extremely convenient, in anticipating the behavior of 
a machine programmed to play chess, to characterize the machine's 
"moves" in terms of the usual strategies open to a human opponent, with­
out being committed to ascribing a mental life to the machine. Functional-

48 
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ism, then, takes either an explicit realist or a derivative heuristic form. Either 
way, it is intended to provide, in scientific contexts, as much flexibilitv 
(perhaps only provisional) as is needed in distinguishing between the men'­
tal and the physical, without explicit commitment either to antic dualism or 
1110111Sm. 

More generally, in the context of psychology, functionalism provides a 
theory of the differences between mental and physical properties rather than 
a theory of the nature of psychological explanation (Block, 1978). In this 
sense, counterpart forms of functionalism appear in the context of biology, 
machine behavior, animal psychology, and the so-called "human studies."' 
The DNA molecule, machines, animals, artworks, and language are often 
said to exhibit functional as well as physical properties, in a sense not 
obviously the same as that used in speaking of human minds. ProYisionallv. 
the following may serve as examples offunctional properties: , 

(a player) mating an opponent's king; 
(the DNA molecule) coding a certain genetic development; 
(a sculpture) representing the passion of Christ; 
(the word casa) meaning house or lw111e; 
(a computer) calculating one's income tax. 

We shall ignore here altogether the various senses in which, in the behav­
ioral and social sciences, one speaks of functional explanations. B. F. Skinner 
(I 974), for example, views his explanations as functional, though as a radi­
cal behaviorist he explicitly opposes functional properties, that is, opposes 
construing mental attributes as functional. 

The issues that concern us center primarily on the analysis of mental and 
functional properties, and subsequently, on the bearing of that analysis on 
the methodology of the psychological, social, and cultural disciplines. We 
may anticipate a variety of views about the distinctive nature of functional 
properties, and these will surely occupy us in an important way. Still, there 
are two fundamental questions to be asked that will simplify matters 
enormously: 

1. Are functional properties heuristically or realistically ascribed? 
2. Are functional properties abstract properties or only abstracted from more 

complex properties? 

Notice that wherever functional properties are only heuristically invoked 
(as in speaking of a plant's searching for nutrients by sending out its roots), 
we are ultimately bound to consider whether we favor some form of elim­
inative theory. Notice also that wherever functional properties are treated 
realistically and as abstract properties, we are inevitably committed to some 
form of ontic or Cartesian dualism. If so, then, assuming the intolerabilit, 
of dualism, functionalism is either untenable or no more than an in-
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complete formulation of some more adequate theon of mental and func­
tional attributes. 

We may gain a better impression of the force of these l\,·o questions by 
considering the difference between some \'ery pcrcepti\·e hut undeveloped 
views of C. D. Broad and some \·ery highly de\·elopcd \·iews of Hilary 
Putnam. In attempting to account nonreducti\'ely for the causal role of the 
"mind" (so-called Two-sided Interaction). Broad ( I ~I~:>) insists that "the 
Conservation of Energy [principle] is absolutely irrele,·ant to the ques­
tion ... " (p. 104). If it were relevant. Broad helie,·es. then either physical­
ism or dualism or radical behaviorism would ha\'e to he fo,·01-ccl. since the 
distinct energy expended by the mental would ha\'e to he accounted for. 
The conservation principle "says ... that. i( eneq{y lea\'es :\, it must ap­
pear in something else, say B; so that A and B together form a conservative 
system." But the principle does not require that "if a change in A has 
anything to do with causing a change in B, energy must leaH· A and flow 
into B" (p. I 07). 

Broad presses two points here: First, the principle does not actually 
explain causal change; it only imposes limits on "the changes that are 
possible"; second, even in a physical system-in a pendulum. fo1· instance­
the string on which a weight is placed affects "the direction and \'elocity of 
the weight's motion," in spite of the fact that "the string makes no dif­
ference to the total energy of the weight." The first point is quite correct; 
the second may be better stated. What Broad means to draw attention to is 
simply that in alternatively structured energr systems. causal changes take 
alternative forms; and the structures of such systems are attributes ab­
stracted from them in such a way that they cannot as such hmr ca11.mll_1· on the 
flow of energy. The abstracted structures are not causes. though alter­
natively structured material forces are causes; if merely formal or abstract 
structures were causes (could function as independent causes). we should 
have to acknowledge a nonphysical source of ene1·gy; hence. we should 
have to subscribe to some form of ontic dualism. "\Vhy should not the mind 
act on the body in this way?" Broad asks, "If you say that you can see how a 
string can affect the movement of a weight, but cannot see how a volition 
can affect the movement of a material particle, you have deserted the 
scientific argument ... " (p. 108). 

Consider, now, the functionalism of Putnam ( 1967 / 197:>a): 

... to know for certain that a human being has a particular belief. or preference, or 
whatever, involves knowing something about the functional organization of the 
human being. As applied to Turing machines [abstract compulers 'with a finite 
number of internal configurations each of which invoh·es the machine's being in 
one of a finite number of states' determined by the machine\ scanning the discrete 
symbols of its tape ( 1960)], the functional organization is gi\·en hy the machine 1ablt' 
[that is, the complete instructions for being in any of its states]. A description of the 
functional organization of a human being might well be something quite differelll 
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and more complicaLed. Bul Lhe importalll Lhing is the descriptions of" the functional 
organization of a system ,ll"e logically differelll in kind eilher from descriptions of 
its physical-chemical composiLion or from descriptions of its actual and potential 
beha\'ior. 

This explains both why Putnam rejects "traditional materialism .. (physical­
ism) and behaviorism and why he construes the mind/body problem as a 
full analogue of the functional state/physical state problem regarding Tur­
ing machines ( 1960). 

1:1utnam's essential emphasis (1960) is that just as "a gi\'en 'Turing ma­
chine' is an abstract machine which may be physically realized in an almost 
infinite number of different ways ... and which is "completelv described .. in 
terms of a purely abstract machine table specifying its ("log.ical .. ) "internal 
states" and the ordered sequence of its possible changes of state. so. too. all 
mental states are abstract states, definable without reference to plwsical or 
behavioral constraints. Even pain, Putnam claims (196711975b) .• :is not a 
brain state, in the sense of a physical-chemical state of the brain (or e,·en 
the whole nervous_system), but ano~he~- hind of state entirely. I propose the 
hypothesis tl~at ~~m, o~- the state o~ ben~g in pain. is a functional state of a 
whole org~msm. But 1s Putna1~1 nght m treating the mental as comjJll'tel_,· 
describable m pure!_,· abstract terms~ 

2. 

--1-. 

It is an essential part of Putnam's functionalist theory ( 1967 / 19756) that: 

the laws of psychol~gy ca_r: be _deriH~d from the funnional description of actual 
organisms and _tl!e 1d~ntif1c111m1 of mental sta~es with functional states: 
the presenc_e of fu~icuonal states actually explams the ps,·chologicallv qualified 
behavior of orgamsms: 
organisms may_ be "f.'unctior:ially isom_orphic" wit~1_one another independently 
cif°differences 111 then: ph\'S1Cal-chem1cal ~omposu~on ( 1967 / 1975b): 
such organisms are of the same tvpe or kmd and fall under the same cm·ering 
functional laws. 

There is no question that in holding "mental states [to be]. in reality. 
functional states of certai~1 na~urally evoh-e<l ·s~·stems· .. Putnam ( 19~19) be-_ 
lieves that reference to funct1on~1l states ~ronc~es causal exp~anat1ons. <~f 

t·il JJhenomena in the same nch sense m which the "empmcal idenllh-111en, . . . . . . 
cation" of heat and average_kmetlc _e~erg~· does 111 the phy~ical snences. for 
Putnam. the explanatory force of f uncllonal states applies only to phys-
· callv realized systems, although functional properties cannot be identified 
:vitl{ particular physical-_chemical. structures ( 1967 / l 9~5a). Psychol~>gical 
laws apply, then, to phys1call?· realized _systems but_are formulated \\'lthout 
reference to the presence of any physJCal properties. 

However, there is some confusion here. First of all. e\'en though, because 
thev are defined as abstract states. functional states can be realized in 
in<l~finitely many alternati\'e ways that cannot be antecedently restricted in 
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physical respects, such states can play an explanatory role in e~npirical 
psychology only insofar as they are physically realized. Second. 11 seems 
impossible to understand what empirical laws of the functional sort could 
be, if they are not construed as governing regularities onh· ahst1·actecl from 
the set of actual physical realizations; the assumption of regularities gO\·­
erning independent functional phenomena only co111i11gL'11tly linked with 
their realizations would commit us to a Cartesian ,·iew of abst 1·act causes. 
Third, if psychological laws are the lml's of /Jhy.,irnlly rmliz.1·d .,y.,t1·111s Jm1s1·.ui11g 
functional properties (that is, properties that are real only "·hen physically 
realized but that can be abstracted from the set of all such realizations). 
then, contrary to Putnam, psychological properties are. based 011 the best 
empirical theory, nut (in his sense) functional prnperties at all hut certain 
complex properties-/JhJsirnl(l' realiz.ed f1111rtio11al Jmi/Jntit-.,. 

INCARNATE PROPERTIES 

To use a term of art, psychological properties are not (nH:rely) functional 
(that is, abstract) but i11canwte. Incarnate properties ,IIT emergent in Feigl's 
sense (as specified in Chapter 2) because they cannot be subsumed under 
physical2 terms. But to construe functional properties as both abstract and 
as being in accord with the three propositions already mentioned is to 
subscribe to Cartesianism (ontic dualism). The idea is that a psychological 
property designates a certain distinctive way in which a system functions: 

I. ~he ~ystem must ha\"e physical properties; 
2. Its functioning as it does cannot be descrihecl soleh· in terms of" its ph\"sical 

properties; 
3 .• 

It ca~not he said to function as it does except throug-h the pll\·sical properties 
that It has. 

The psychological property is, in this sense, both emng('//t (not reducible to 
the physical) and inrarnate (linked as indissolubly emergent with 1·espect to 
t~e physical). To ascribe psychological properties. though \IT deny or be­
lieve we need not consider the just-mentioned first or third attribute of a 
system, is to treat the psychological as abstract or in an-ore! with ontic 
dualism. " 

\.Ve cannot, of course, set a jJriori constraints on hm1 1 functional properties 
must be incarnated in order to count as psychological; that is 1·ightlv seen to 
~Jean empirical matter. Nevertheless, to treat selected svstems as psvcholog­
JCal (say, in examining forms of life in outer space. or even in examining 
no~human animals) is to depend on comparing the explanaton power of 
?0 mg so with the psychological explanation of human heha,·ior. Psycholog­
JCally endowed systems must be incarnated in some wav _judged suitably 
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similar to the incarnation of the psychological properties ascribed to our 
pa1·adigms-oursel\'es. 

There may not be any physically necessary conditions for the realization 
of psychological properties: but if the point of conceding that functional 
prnperties may be realized in alternati\'e ways is to facilitate the disaruery o( 
J,sychological laws, then the extended use of psychological terms is bound to 
be constrained by 1·egularities obser\'ed to hold among suitably incarnate 
phenomena. And that means that there are physical constraints on the 
identification of psychological properties. 

Fodor ( 1968) presses the point most tellingly. He distinguishes between 
"first phase" and "second phase·· psychological explanations. In the first 
phase, "the primary ~oncern [of explanations] is '"ith determining the 
functional character of the states and processes i1wol\'ed in the etiolo<T\' of 

ti. 

beha,·ior ... [where] the hypothesized psychological constructs are indi-
\'iduated primarily or solely by reference to their alleged causal conse­
quences" (pp. 107-108). (This statement most closely corresponds to Put­
nam's account.) But "the second phase ... has to do with the specification 
of those biochemical systems that do, in fact, exhibit the functional charac­
teristics enumerated by phase-one theories" (p. 109). For example, a chess­
playing ma~hine_may_he ass!g1~ed _a "first phase" psychological explanation 
in ,·irtue of the f unct10nal s11111lanty between the machine's chess "mo\'es·· 
and those of an informed human player. But the differences between the 
physical p~·ocesses i1_n·olved in the two systems (machine and man)-that is. 
in proclucmg putat1,·e chess mo\'es-may "·ell preclude a "second phase·· 
psychologiG~l expl~mat~on for the mac~1ine. The ~once.pt of ma.~hine simu­
lation is equ1,·ocal 111 this regard: :\lachmes are said to· emulate the behaY­
ior or functional abilities of other systems. notably the human-in that 
sense. they are (functionally) "weakly equivalent'' to what they emulate: on 
the other hand, to count as psychologicall\' endowed, they must also be able 
to "execute" suitable cognitive procedures in emulating what the\' emu­
late-and in that sense, they are (functionally) "strongly equi\'alent" (see 
J>\'h·shvn, I 980). Furthermore. apart from the distinction between weak 
a;Hi st;·ong equivalence. it is entirely possible to extend the use of psycho­
logical terms-without a change of meaning (Putnam. 1975)-in such a 
w;1,. that the extended use (as in speaking of a robot's making calculations 
or ~lecisions, in the absence of strong equivalences) will not enter into the 
formulation of psychophysical laws. :t\eeclless to say. there are bound to be 
fundamental disputes about the characterization of the inten-ening cogni­
tive processes in virtue of which a system is regarded as genuinely psycho­
logically apt. The issue will occupy us more at length in the next chapter. 

Fodor in\'ites us to ponder the question ·'whether or not the ner\'ous 
svstem [ or other comparable system of an organism or robot] does in fact 
c~mtain parts rn/J(l/Jfr of performing the alleged functions·· (italics added). 
How, for example, could we possibly claim that a robot (Hal. sa\'. in 
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Kubrick's film 2001) or an organism from another planl't ac~ually f~~t p'.tin. 
if we could not, in a causal sense, link its (apparently pam-mamleStmg) 
behavior with its own incarnate states and processl's-thought. on the 
strength ofa given theory, to function similarly t<'. t~1~ way in which_n_eural 
processes facilitate pain discrimination in man~ lo n.·as0 '. 1 thus ts, ~>f 
course, not to denv that psvchological laws may han.· to be formulated 111 

terms neutral to alternati\'~ form~ of incarnation. But to admit that state­
ment is not to concede that psychological explanations can be pr~>\'id~d in 
purely functional (abstract) terms; it is only to concl'dl' that ltm~t1onal 
uniformities are relati,·ely indifferent to a Cl'rtai11 disputable ran!-{l' of alter-
native causally effective incarnations. . 

The force of this adjustment comes out very clearly in speaking of the 
machine simulation ci intelligent behavior, and hence. in nm~irmi1.1g <_nu: 
objection to a radical behaviorist test for intelli!-{enre. I-ll'n:. l·odor s ,·te\\ 
( 1968) is entirely compelling on its face: 

... a machine that can do (preciseh- or approximatelv) what Smith ca11 do. e,·en if!t 
!s inclined to do it (only or approximately) when Smith is. mi~h~ ne~·crthele:s ~1'.> !1 

111 ways that are verv different from the wav in which Smith does 11. i'\ow. I tl11nk 1115 
• 1 1 • • • · • • • 1 • 1 1 • ·.·one s11~1p Y ana yuc that '.' correct psycholo!{ical explanauon of Smll_ '. s 1~ _iano'. '.~ . is 

that _correctly descnbes the psychological processes upon wl11c It his beh,I\ ~01 . 

conungent. Hence, for an adequate simulation to be an adequate explana11on 11 

must be the case both that the behaviors available to the machine correspond to ~he 
behaviors availa~le to. the organism and that the processes wherel~y the machme 
produces behanor s11nulate the processes wherelJ\' the orga111s111 does (PP· 
135-136). • 

Fodor's point is that not only the behavior but also the psychological pr~>­
cesses generating the behavior must be functional!_,. equivalent in some swt­
able way. To judge effectively whether the equivalence obtains is to judge 
':hether (say) the neurological and electronic processes of given syste1~1s 
(mcarnate systems, in the idiom we have adopted) (tr!' functionally equi,·­
alent. Tc! say that the equivalence is fi.mctio11al is to say that the cat'.sal 
explanation of the relevant behavior cannot be provided solely in physiral 
tern~s. But to say that there is a functional equivalence is to say that the 
realized systems in question have similar functional properties. The causal_ 
effi_ca~y of the psychological processes of such systems is the efficacy of 
the1r mcarnate processes, not merely of their (abstracted) functional pro_­
cesses. Obviously, the internal (incarnate) processes posited as causally et­
fective are posited by way of an inference regarding what functional in­
terpretation of actual physical processes would best account for the func­
tionally characterized behavior of a given system or organism. 

This accords very closely with Ned Block's account ( 1978). possibly the_ 
most sustained criticism of functionalism to date. In Block's view, the chief 
weakness of behaviorism is "liberalism," that is, the habit of "ascribing men-
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tal properties to things that do not in fact ha\'e them": the counterpart 
weakness of physicalism is "chauvinism," since it "withholds mental prop­
erties from systems that in fact have them." But it is Block's contention. 
also. that functionalism is typically "liberal": in any case, "no \'ersion of 
functionalism [he belie\'es] can a\'oid both liberalism and cham·inism." 
Thus construed. Putnam is simply mistaken in conflating the claim that 
there are no necessary (or necessary and sufficient) physical-chemical con­
ditions for pain (or any other psychological states) with the claim that there 
are no physical-chemical limitations on psychological states at all. Quite 
correctly, Putnam argues that we cannot suppose that mere terrestrial cases 
establish necessary physical conditions for psychological states anywhere in 
the uni\'erse. Nevertheless, the paradigms of psychol,Jgical phenomena are 
afforded, first, by ourselves and, second, on inferential grounds, by some 
subset of the animal world. And this situation imposes physical, biological, 
and behavioral conditions (not necessary. but theoretically pertinent concli­
tions) on the ascription of psychological attributes. In a word, it seems 
preposterous to suppose that there are no neural-like or beha,·ior/ike con­
siderations in virtue of which pain may be ascribed to an alien svstem. 

Behaviorism is bound to appear "liberal" (in Block's idiom), given the 
implausibility of the following thesis: "that two organisms are in the same 
psycholog_ical s_tat<:, w_henever th~ir behaviors and/or behavioral disposi­
tions are 1dent1cal ; for that thesis cannot be readily reconciled (if at all) 
with: (I) the fact that mental states and behavior are only contingently 
connected (mentalism), and (2) the possibility of causal interaction between 
the two (see Block & Fodor, 1972). The corresponding implausibility 
("chauvinism") of physicalism suggests itself at once. 

JNFORMA TION AND TELEOLOGY 

As an alternative to physicalism and behaviorism,f1111ctio11alis111 is primarily 
an ontological (or "linguistic'') thesis that mental states are identical with 
functional states. Its seeming plausibility, however, is due to a confusion of 
issues. First of all, it is true that functional states are "logical" or abstract 
states and may be defined entirely by reference to machine tables (as Put­
nam holds) or by similar abstract schemata, and also, that such states may 
(given the ingenuity of machine technology, for instance) be f~irly d_e­
scribed by extending the use of psvchological terms-as in speakmg of a 
machine's calculations. But it is not true (and it certainly does not follow) 
that genuine psychological states may also be defined as (abstract) func­
tional states. Second, it is true that psvchok)(Ticallv informed beh,l\'ior may , t, , 

be simulated in a "weakly equivalent" way (as Fodor suggests) by machines 
that are not themselves psychologically competent. But it is not true (and it 
certainly does not follow) that an adequate explanation of psychologicalh 
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informed behavior can be pro\'ided either by reference to purely _func­
tional states or the (weakly equivalent) incarnate simulating states of such 
machines. 

The confusion about the adequacy of functionalism, then, \'ery probably 
rests with two issues: 

1. the analysis of information, or informational properties. and the relationship 
between such properties and psychological properties; . 

2. the question whether, if an automaton may simulate a finite ran~e of the 
behavior of psychologically qualified organisms (human bein~s. in particular). 
those organisms may also be construed as automata. 

Putnam is responsible, in a way, for prolonging confusion on both issues. 
For he holds (1960) that "the various issues and puzzles that make up the 
traditional mind-body problem are wholly linguistic and logical in charac­
ter: whatever few empirical 'facts' there may be in this area support one 
view as much as another" (italics added); also, that "everything is a Proba­
bilistic Automaton under some Description (l 967 / l 975a). But both these 
claims are either extremely misleading or false, and a resolution of the two 
issues just mentioned would go a good distance toward undermining the 
initial plausibility of functionalism. Here, we shall explore the first issue 
only. 

It is extremely useful (and fashionable) to construe.fimctio11a/ properties 
as i1formational, that is, as properties represented or modeled intensionally 
or linguistically and as involving feedback. Certainly, the notion Putnam 
borrows from cybernetics, that functional (and psychological) attributes are 
definable entirely in terms of machine tables, is hospitable to such a con­
struction. In fact, Norbert Wiener (l 950/ l 954) explicitly links cybernetics 
to communicated "messages" and construes "information [as] a name for 
the content of what is exchanged with the outer world [messages! as we 
adjust to it, and make our adjustment felt upon it" (p. 26). Info,nnation is 
what circulates in a communication system; it is abstract, distinct from its 
physical manifestation, and represented in alternative ways hv "languages." 
In its now standardized sense, however, information theo.rv is not con­
cerned with the actual semantic component of functional "n~essages," but 
only with the statistical probabilities that any given set of signals will suc­
cessfully convey information through a given communicative channel (see 
Shannon & Weaver, 1949). 

Still, in fields as dh·erse as genetics and the machine simulation of intel­
ligence, that is, in the study of what we have been calling incarnate systems, 
information is specifically construed in terms of the content of purported 
"messages,'' "instructions,'' "rules," and the like, which are linguistically 
modeled. For example, J. D. Watson (1970) remarks: 
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Dl\iA itself is 1101 the direct template [that is, "the macrnmoleculai· mold for the 
synthesis of another macromolecule"'] that orders amino sequences. Instead, the 
genetic information of DI\ A is transferred to another class of molecules, which then 
ser\'e as the protein templates. These intermediate templates are molecules of 
ribonucleic acid (RNA), large polvmeric molecules chemically \·ery similar to DI\ A. 

The relation specified is termed "the central dogma," that is, the thesis that 
"RNA sequences are never copied on protein templates; likewise, RNA 
never acts as a template for DNA" (pp. 330-331). Other specimen remarks 
randomly drawn from contemporary genetics would include many like the 
following (Stebbins, 1972; cf. :Monod, 1970/1971 ): 

One group of geneticists and biochemists ha\'e assumed that DNA. which is the 
universal basis of genetic information in cellular organisms todav, has alwavs been 
the only kind of molecule to play this role. Based upon this assui11ption, th~v h,l\'e 
postulated th_at _life ?egan w_he':1 _the first D_N~ !11olecule was constructed ·which 
could transmll funcuonally s1gmhcant genetic mformation. 

Correspondi1~gly,_ in the development of programs of artificial intelligence 
(Al), we readily hnd remarks of the following sort (Fahlman, 1979): 

The human_ mind c_an _do ~1_any remarkable things. or these, perhaps the most 
rem,tr~able 1s the mmd s ab1hty to stc~re a huge qua_ntity and \'ariety of knowledge 
about Its world. and 10 locate and retne\'e whatever 1t needs from this storehouse at 
the proper time .... If we are ever to create an artificial intelligence with human­
like abilities, we will have IO endow it with a comparable knowledge-handling facili­
n· .... The system presented here consists of two more-or-less independem parts. 
First. there is the system's parallel network memory scheme. Knowledge is stored as 
a pattern of interconnections of \'ery simple parallel processing elements .... The 
second. more traditional part of the knowledge-based system is a \'Ocabulary of 
conve111ions and processing algorithms-in some sense, a language-for represent­
ing ,·arious kinds of knowledge as nodes and links in the network (pp. 1-2: cl. 
Bc'iden, 1977: Feigenbaum & Feldman, 1963; Minsky, 1968; vVinograd. 1972/ 
l 97(j), 

\Ve must be careful, of course. The informational or functional idiom is 
sometimes introduced heuristically-where physicalism or eliminati,·e ma­
terialism is thought adequate but inconvenient in terms of predicti\'e and 
similar concerns (see Feigl. l 958/l 96i; Sellars, 1963). It is precisely in this 
sense that the question arises whether what is "encoded" in Dl\'A is to be 
construed realistically or heuristically. The issue is empirical, and the an­
swer is not in. But the realist thesis, that there is a code incarnate in Di\ A. 
entails that biology is emergent (in Feigl's sense) relati\'e to physics, and 
that the genetic explanation of biological phenomena requires the intro­
duction of physically irreducible attributes from which formal informa­
tional features may be abstracted. 
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Functional attributes may be empirically specified at \1·hate\'tT le\-el of 
abstraction proves fruitful; that is. they appear. where required. in the 
analysis of complex phenomena. But \\'here they are thought_ to bear on_ the 
caus~d explanation of those phenomena they must (on pain <_>I dualism) 
count as emergent features of elements actually capable <!I 1~lanng a causal_ 
role. At best, functional analyses may be thought of as elhptICal accounts of 
incarnate systems. . . . . 

A question arises, however, about the replacement or e_lm11nat1on _of 
functional attributes-hence, of incarnate attributes. Charles I aYlor ( l 9b4) 
has posed the issue in a particularly perspicuous \\'av-nmst_ruing_ func­
tional attributes teleologically: "To offer a teleological explanation of some 
event or class of events, e.g., the behavior of some being. is. then. to ac­
count for it by laws in terms of which an event's occurring is held to be 
dependent on that event's being required for some end" (p. \l). The feature 
of "purposiveness" in such a system (in Taylor's view) is: 

I. "not a separable feature [of any element or elements within a gin'n svstem]. b_ut 
a property of the whole system" (p. I 0) sufficient (under the appropriate cir­
cumstances) for the occurrence of the event in question: 

2. not, as such, necessarily a psychological or cognitivelv quali(ied feature: 
3. not expressible in terms of (what Taylor calls) laws of the "atomistic" sort. 

Teleological laws, therefore, are taken to be sui ge11eri.1. They fail to meet 
certain critical conditions, and for that reason, challenge (if conceded) the 
methodological objectives of the unity of science program-that is. the 
objective of demonstrating that explanation in the physical and beha,·ioral 
sciences is systematically uniform and physicalistic. They do satisfy the 
(atomistic) constraint that "the antecedent and the consequent [of some 
putative law] must be separately identifiable" (and may occur independent­
ly of one another). But they cannot meet the further requirement (said to 
?ea defining feature of atomistic laws) that "the two terms which are linked 
I? a la,~· ••• be identified separately from any law in which [either] may 
figure, 1.e., that it not be a condition for the identification of' anv term that 
it be linked to any other" (p. 11). Teleological laws are clearly inf;irmational 
!aws, that is, laws involving functional attributes, applied holistically to 
mcarnate systems. In order to eliminate functional attributes in the con­
texts in which such teleological laws are said to obtain, it would be neces­
sary: ( 1) to replace the functional (teleological) characterization of the ele­
ments of a given system "atomistically," in effect, in some way that did not 
entail reference to the alleged teleological system; and (2) to replace the 
teleological laws themselves with some suitable set of atomistic laws ranging 
over the same phenomena, even if no single such law would or could 
exhibit the range of the original teleological law (see Davidson, J 970; 
Fodor, 1975). It might be supposed, for instance, that homeostatic phe-
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nomena would lend themselves to such a reduction, but the issue. of 
course. is an empirical one. 

The important question to ask is not merely whether psychological or 
biological systems may be explained in nonfunctional or noninfonnational 
terms; one must also ask whether the difference between the psychological 
and the nonpsychological (or the cognitive and noncogniti\-e) is itself an 
informational distinction of an empirically pertinent sort. Certainly. at the 
le\'el of paradigmatic self-ascriptions of psychological states-that is. at the 
Je\'el of linguistically informed (human) psychological states-abilities are 
manifested that do not appear at the level of language less animals or at the 
Je,·el of subsensory systems (DNA). But if infi.>rmational feedback is said to 
be represented and to provide the data for computation within a gi,·en 
s,·stem-in the way, say. in which \,Viener and \-Vatson speak-there ma\' 
1~ot be any empirical difference of importance to be marked b\' the cogni­
tive/noncognitive distinction; although graded and qualitative· differei\ces 
within the range of feedback phenomena may well remain crucial at the 
explanatory level. If psychological systems are construed in terms of the 
flow of information, then informational feedback is essential. It ma\' well 
be unavoidable-say, at the level of very low animal life-to introciuce a 
teleological (or an informational) schema of explanation. There, hm,·e,·er, 
either feedback does not play a central role (imagine that animal responses 
to stimuli are too rigid. too "hardwired." for that) or else informational 
feedback is itself introduced only heuristically (as in explaining a plant's 
search for nutrients). 

Here, again. Taylor's account is instructive. For Taylor ( 1964) remarks 
that "something more than teleological explanation is required for us to 
use the notion of action, and ... the notion of desire as well" (and similar 
psychologically qualified notions) (p. 55). It is certainly possible that the 
1)1\' A molecule has informational properties, in virtue of which it dues func­
tion teleologically. This in itself does not entail that the DT\' A molecule has 
psychological capacities (see_ Dawkins, 1976). The difference_bet\\:een the 
biological and the psychologICal need not be construed, therefore, 111 terms 
of the physical reducibility of the first alone; it may be construed more 
aptly in terms of the spe_cific nature and ~"second ph,~se'') ~omplexity of the_ 
functional (or infonnat1onal or teleologICal) properties of the two sorts of 
system-specifically, in terms of feedback. 

CONSCIOUSNESS AND COGNITION 

At the le,·el of human beha\'ior. there can be no serious conceptual cliffi­
cultv about the ascribabi/il_\' of psychological states. The reason is simply 
that·: ( 1) humans, exclusively, are able to report their mental states; (2) 
given ( 1 ), they pro\'ide the paradigms of (ha\'ing or possessing) mental 
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states; and (3) given (I) and (2). the intentional nature of mental states is 
best (perhaps inescapably) modeled on the proposition,~! structure of lan­
guage. The paradigms of psychological states. therefore. are the cog­
nitively informed, conscious molar states of humans that humans can re­
port-for instance, states com·eyed by such statements as / saw that she 
nudged her husband; I believe that Cairo i.\ thl' rn/Jital of E.!.,'")"jJt. If (as Putnam, 
1978, seems to think possible in principle. though not perhaps realizable 
within any manageable future) a machine program could he imposed on 
the totality of human behavior, then, we could. from a knowledge of such a 
program, read off from particular physical and bcha,·ioral manifestations 
the propositional content of corresponding mental states. Lacking such a 
program, we are (at best) reduced to ascribing such content 10 gi,·en neu­
rophysiological states, on empirically reasonable grounds. in a way. howe,·­
er, that cannot be independently discovered m· checked (see Dennett. 
1969). 

The idea of modeling mental states linguistically or propositionally is 
controversial, of course. We cannot provide a full account of the matter 
here. But if, as we have already argued, linguistic phenomena arc real and 
physically irreducible, then the paradigms of psychological states at leasl­
m accord with statements (I) and (2), above-must be linguistically model­
ed, that is, irreduciblv characterized in terms of the rich intensional struc­
tures of the natural languages in which they are expressed. Beyond this, 
statement (3) poses the possibility that all mental stales. those among hu-
1~1ans_ l~at are not linguistically expressed as well as those among non­
hnguist1cally apt animals, are characterized in ways that depend concep­
tually on the model appropriate to characterizing the paradigms. 

Ev~n D. M. Armstrong ( 1973). who firmly believes that "the mind can be 
(contmgently) identified with the brain," holds that beliefs. which he treats 
as_ int~ntionally qualified "maps [representations] of the m>dd in the light 
of which we are prepared to act," are "literallv" maps "in the believer's 
head" (pp. 3-4). Armstrong has noticeable diffi~ulty in reducing inca1_-nate 
states to purely physical states. He concedes that beliefs "ha,-c the umque, 
irreducible characteristic of intmtio,w!itv. It is in virtue of this that belief­
states are self-directed" (p. 54). I\' everth~less, Armstrong \\'ishes to concede 
the irreducibility of intentionality (the sinf' qua wm of the "self-directed" 
nature of mental states), to neut1:alize that concession in phvsicalist terms, 
and to eliminate the propositional characterization of the co1~tent of mental 
states. His attempt may well be the most sustained and informed effort of 
this sort to date. He offers the following resolution: "!\ly contention is that 
[simple concepts. the putative constituents of our beliefs] are certain sorts 
of selecti,·e capacity towards things that fall under the concept in question. 
And this ... constitutes their selrdirfftf'dness" (p. 60). \Ve have. here, an 
extraordinarily straightforward thesis: Simple concepts "must be" selective 
capacities; qua simple. "they are nothing but such selective capacities"; qua 
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capacities (rnntra beha\'iorism), they "must be conceived of as staff's of the 
thing that has the capacity" (p. 60). 

The difficulty of Armstrong's proposal concerns how the capacities in 
question can be empirically known to be controlled by the rnnrepts in question 
and not by any other. Of course, as Armstrong acknowledges, concepts 
may he intensionally distinct (distinct in meaning) e,·en if coextensi,·e in 
their range of application-for instance, concepts like being a rreature with a 
heart and being a rreatul'l' with a hidne_,,. Armstrong says, for example: 

. .\'s concept of red is a .w'.rnll(/-orrfrr capacity-a capacity to acquire the capacity to 
react towards the reel ol~1ect when the latter acts upon A's mind ... the (irst-ord1'r 
capacity is rather to be identified with a certain elementary type of b1,fii{(p. 61). 

The concept of red is the concept of 1"1'(/ because the red object that acti,·ates this 
concept (b~: prc_i~luci_ng- ,_111 appropriate :·map'' of the ol~ject ·in\'Cih·ing- the Idea of 
red) has this effect 111 v1rt111' of 1'11' ol!Jl'c/ s rrd111'ss . ... And that is the criterion for 
calling- it the concept of red (p. 69). 

The ob,·ious trouble is that although the concept thus acti\'atecl is the 
concept of reel. we must face the fact that the requisite beliefs cannot be 
characte1:izecl solely in ~erms of_· the selective capacities identified indepen­
ciently of the concepts m question; they can be identified onlv in terms of 
selective capacities -to-respond-to -things -ill -, 1irt11£'-of'-rertain -·(Ulltl'/Jts -arti -
·i'atrd-b_,, - the- aJJjJroJJrialr- jJroj1erties- o(-surh - things. Here, then, the oper­
ative concepts are themseh·es identified by means of the same linguistic 
modeling in\'C>h·ecl in specifying the propositional content of beliefs. There 
simply is no empirical way in which Armstrong's proposal can escape cir­
cularity. Hence, there are very strong grounds for supposing that the lin­
guistic modeli1~g of the u~ntent of mental s~ates is unavoidable. 

Our conclus10n bears directly and powerfully on the characterization of 
the mental states of animals that lack language. For if they may be ascribed 
mental states although they lack language (see Davidson, I 9i5; l\falcolm, 
197:1: Premack, 1976: Sibley. 19il; Terrace, 1980: Vendler, 1972). animal 
psychology Gllln~>t fail to be anthropomorphizec~, in ~h~ precise sense_that 
the ascription of mental states must be 111vdf'll'd lmgu1sucalh·. Alternat1\'ely 
put. if animals ha:•1' (real) mental_ state:. ,1'1' ~a~mot characterize them except 
heuri.,timlly. that 1s. by the use of the lmgu1st1C model that sen·es our para­
digm cases. They hm 11' mental states, and mental states are (in Armstrong's 
sense) "self-directed," intentional. Such states, ex h_,•J;othf'si. are real: but 
although they lack the distinction (and complexities) of human states, w1' 

cannot specify them except in terms of how we model our own (reflexiYe) 
mental states, that is, propositionally. 

The intensional puzzles concerning human language-nons\·nonymy 
with respect to coextensiYe expressions. so-called opaque contexts of refer­
ence, and the rest-simpl_,, do not arise in thr rontrxl of animal psychology. \i\<'e 
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treat animals as capable of making one discrimination rather than anotl~er, 
which. again, we model by reference to human concepts. Bu_t con~edmg 
this much, we ne\'er suppose that (lacking language) an ammal 1s ever 
confronted with specificallv intensional puzzles. For instance. if" a dog may 
be said to see that its mas/a is at the door. there need be m> sense in which we 
are bound to consider, assuming that the dog's master = the president of 
the First l'\ational Bank, that the clog sees that the Jm·.1idn1t of tlu· First Na­
tional Bank is at the door. The dog lacks the cliscriminatiw ability that the 
concept of bank president heuristically captures: and. in any case. it lacks 
the ability to discriminate intensional distinctions. 

To some extent, something very similar obtains e,·en in the l11u11a'.1 c~n­
text, as in ascribing thoughts in non\'erbal contexts (playing tenms, fo_r 
instance) or in inferring how one "must" ha\'e an-i\'ecl at a certain "d_ec1-
sion" judged by one's beha\'ior. Here, we begin to see the ine\'itably ide­
alized aspect of imputing mental states in accordance with an empirically 
reasonable model of rati~mal beha\'ior-without, by the way. any point-by­
point reference to neurophysiological states (see Harman. 1973). By~ re­
lated extension, the biological use of functional characte1·izations is snmlar­
ly parasitic on linguistic reporting. This accounts for the an­
thropomorphized idiom ("the selfish gene," for instance) e\'en at the level 
of _DNA (see Dawkins, 1976). These 'linkages suggest the possibility of a_ 
umfied picture of a number of sciences systematically organized in terms of 
the cent~a! ~ole of linguistically informed psychological states-though_ not 
the possibility of restoring the unity of science program. Thus. machmes 
and genes may be characterized functionallv or informationallv in ways 
that are at least "weakly" equivalent to the· psychological, bec,;use their 
1~ola~ "behavior" is suitably analogous to the psychological. They remain 
functionally dissimilar in the "strong" sense, howe,·er. that the interm~l 
processes causally responsible for such "behavior" fail to exhibit the requi­
site incarnate resemblances. 

. It nee?s to ~e stressed that as with all psychological concepts. ,011s,ious11ess 
is par~digmatJCally ascribed (self-ascribed) among human beings. It ca111~ot, 
t~er~fore, be construed solely as a theoretical notion, that is. as a notion 
first 1_nt1:oduced at the level of explanation-only subsequently assigned a 
descnpu,·e role. 

Cognition presupposes consciousness. not in the sense that all instances 
of knowledge are instances of conscious knowledge (empirical evidence 
runs against that thesis) but in the sense that ascriptions of unconscious 
psychological states presuppose systems to which conscious psychological 
states may first be ascribed. This accounts at least for the plausibility of the 
Freudian unconscious. Furthermore, consciousness is paradigmatically as­
cribed to molar agents-persons and their animal counterparts-not (or at 
least not initially) to any submolar parts (see Dennett, 1969; Margolis, 
1978a), certainly not to the brain, the cerebral hemispheres, or other parts 
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of the brain without a suitable reducti\'e argument (cf. Bogen, 1969a, 
1969b; Cazzaniga, 1979). On the strength of \\'hat has already been said. 
consciousness should be construed in incarnate terms. It is difficult to see. 
also. how the "conscious" can fail to be construed in terms that include the 
sentient and phenomenal (images, sensations, feelings. and the like). These 
\\'ould be ignored by functionalism (see Block & Fodor, 1972). Similarlv. 
e,·en at the molar level, consciousness may on occasion be functionallv 
compartmentalized. as the e\'idence of remembering and forgetting. multi­
ple personality, amnesia, parapraxes, habituated behavior. neurosis and 
psychosis, hypnosis. commissurotomy, and the like confirm (see Hilgard. 
J 974). 

Armstrong ( 1968) maintains that "the concept of a mental state is pri­
marily the concept of a slate of !hf /1nso11 apt.fur bringing about a certain sort of 
behavior. Sacrificing all accuracy for brevity, we can say that, although mind 
is not behavior, it is the cause of behavior" (p. 82). This is an ingenious but 
quite misleading notion. Though it concedes a causal role to the mental. it 
fails to identify the mental as a state of a certain particular kind that may 
enter. rnnting('//tly, into the causal relations intended. It defines the ment,{l 
functionally by defining it as whatever occupies a certain causal role. It also 
cons I rues the mental in a peculiarly abstract way. without regard to its 
phenomenal aspects. (The apparent restriction to persons Armstrong 
amends elsewhere.) But Armstrong goes on to admit that "consciousness is 
something more than the occurrence of an inner state apt for the produc-
t ion of certain sorts of behavior"; for. "unlike the gene. the mind is not a 
mere theoretical concept. In our own case. at least, we have a direct aware­
ness of mental states·· (p. 9'.~). Ne\'ertheless, the concession comes to no 
more than this: "consciousness is no more than awarflU'SS (perception) of 
inner mental states by the person whose states they are''; it "is simply a 
further mental state. a state 'directed' towards the original inner states 
... an inner state apt [once again] for the production of certain beha\'ior." 
Since he is committed to a form of central-state materialism. Armstrong 
maintains as ,,·ell that in consciousness, "one part of the brain scans another 
part of the brain" (p. 94). 

In itself. this raises no new problems: We ha\'e, in Chapter 2. already 
examined the difficulties of the identity theory. But a careful reading of 
Annstr\mg's account of jJnreption, \\'hich he takes to be equi\'alent to aware-

11 ess (cf. Armstrong, l ~)62, 1973 ). conclusively sho\\'s that it is to be treated 
in precisely the same way as any other general mental state. Hence, it need 
not be conscious. H1hn1 it is conscious, it is such merely in virtue of being 
"directed" to another mental state (that is, the "flow of information" from 
another mental state). In Armstrong's \'iew. even unconscious states "di­
rected" to further states are fully conscious: This is surelv a redurtio ad 

abs11rd11111. 
Armstrong does succeed, ne,·ertheless. in linking ascriptions of con-
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sciousness to a model of rationality, though he does not explicitly develop 
the connection (see Davidson, 1970; Taylor, 1964). This is important, be­
cause although consciousness cannot (in the human context) he introduced 
solely as a theoretical concept, its use entails the adoption of a certain 
holistic, species-specific model of the normal connection among such phe­
nomena as desire, belief, intention, and action-acijusted empirically to the 
different species-in virtue of which certain linkages are expected to hold. 
For example, in general, one cannot be said to intend to do what one 
believes is already done or is impossible to do (see l'vleilancl, 1970). In this 
regard, consciousness is the generic feature of the states of desire, percep­
tion, belief, want, motive, and intention relative to the kind of behavior that 
distinguishes the life of the members of one species from that of another. 
The model of the connections among such states specifies the form of 
"rationality" of each species capable of a mental life: The "rationality" of 
the great carnivores, for instance, can hardly be the same as that of their 
prey. 

Consciousness, therefore, seems best reserved for molar agents, but the 
idea has been contested (in a way that bears decisively on the topics of the 
next chapter). Daniel Dennett (l 969), for instance, proposes to replace 

the ordinary personal level term "aware" by two terms that still take persons (or 
wh?le sy~t_ems as suqjects, but [that] have sub-personal criteria: (I) A is aware I that P 
at time~ if and only if j, is the content of the input slate of' A's 'speech center' at time 
t; (2) ~ is aware2 that pat time I if and onlv if pis the content of an internal event in 
A at time I that is effective in directing c~rrent behavior (pp. I 18-119). 

Animals are (said to be) only aware2 ; persons may be a\\·are I and aware2· 
The trouble is that even in Dennett's view-certainly on independent 
grounds-the (intentional) content of any relevant "input state" or "inter­
nal event" _can only be assigned to the subpersonal agent (the homunculus) 
on_ t?e basis of the function of that part or agent i11 the functioning of the 
~ngmal molar agent itself. Homunculi simply have no function except as 
factors within, or as causally facilitating, the functioning of" some molar 
system. So the best that Dennett could hope for here is that whate,•t'r would 
C<!un_t as the marks of molar consciousness could be suitably factored as the 
distributed contribution of a set of homuncular agents; but that is to say 
t~at homuncular contributions could never serve independently as the crite­
na of consciousness or awareness. 

Two quite distinct issues, then, are linked by the concept of consciousness: 
( l) that of ascribing psychological attributes to molar or submolar agents, 
and (2) that of construing psychological attributes as functional or incar­
nate. It is the intentionality of mental states that settles both issues. For the 
assignment of intentional functions to submolar agents makes their charac­
terization conceptually dependent on ascriptions to molar agents; and the 
causal efficacy of mental states obliges us to construe such states as incar-
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nated rather than in dualistic terms. Once this is conceded, ''"e cannot fail 
to see that functionalist accounts of mental states tend to ignore or im­
po\'erish the fully biological and cultural settings within which at least 
human existence flourishes. The question remains whether an adequate 
philosophy of psychology requires conceptual resources beyond the infra­
psychological, beyond whatever may be taken to be internal to the life and 
functioning of individual human organisms. In particular, the question 
arises whether the analysis of psychological phenomena at the human level 
(that is, paradigmatically) requires the provision of social and historical 
processes that cannot themselves be adequately characterized solely in psv­
chologically internalized terms. Linguistic behavior, for instance, is para­
digmatically manifested by psychologically apt creatures and provides, in 
turn, the paradigms of the psychological. But language itself is a highlv 
structured network of practices that can hardly be mastered or internalized 
completely by each and every linguistically apt agent. If so, then the social 
and historically changing aspects of language cannot be accounted for 
solely in terms of relations among an aggregate of psychologically and 
linguistically apt agents; and yet, the explanation of their own behavior and 
mental states must depend conceptually on such psychologically ineduci­
ble social an_d historical factors. Furthermore, what is true of language in 
this respect 1s bound to be true as well of the more general institutions and 
practices of human culture. In short, we must ask ourselves what the con­
ceptual and methodological connection is between psychology and the so­
cial or so-called human sciences. To do so, however, is to reject func-

tionalism. 
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Cognitivism 

COGNITIVISM 
AND THE SCIENCE OF PSYCHOLOGY 

We have come to a point in our reflections about the analysis of psychol<'.gi­
cal states in which it is already clear that our chief findings seriously affect_ 
the prospects of psychology as a science or (alternatively) the prospects <~f 
characterizing science uniformly for physics and psychology. The matt~r is 

quite complicated and needs to be sorted carefully. In effect. 1hree distinct 
features of our discourse about psychological states are bound 10 challenge 
certain canonical views of the nature of science (views we have already 
collected, in Chapter 2, as the unity of science program). These include: (I) 
the lwlism of tht> mental; (2) the irreducibility of the inte11tio11a/ and thl' i11ll'11sio11al: 
and (3) th; causal e[/fracy ~(mental states. These are surely the most strategic 
distinctions we have broached thus far. Admittedly, thev are all controver­
sial, and each (as we have seen) has been strenuous))' opposed. Of the 
three, the first has perhaps been somewhat slighted in the preceding cha_p­
ters; the vindication of the second rests with the weakness or indefensibihty 
of reductive programs of the materialist, behaviorist, and functionalist \'a­
rieties; and the third favors the emergence of incarnate properties and the 
avoidance of all forms of ontic dualism. They are, however, interconnected 
distinctions and, taken together, bear in a powerful way on the theory of 
psychology as a science. 

For example, if. as we have already seen, linguistic phenomena cannot be 
excluded from the domain of empirical psychology (co11tm Sellars, I 963) 
simply because human beings are actually capable of speech, then. against 

66 
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an extremely influential thesis ad\'anced by Donald Davidson ( 1970). the 
physical sciences ca1111ot form "a comprehensi\'e closed theory" whose laws 
are physically "homonomic'' (that is, whose laws are expressed or expressi­
ble in a vocabulary limited, say. to physical~ terms). Davidson claims that 
"the mental does not ... constitute a closed system"-mental phenomena 
may, after all, interact with physical phenomena that cannot be charac­
terized in mental terms. Nevertheless, "it is [he insists] a feature of physical 
reality that physical change can be explained by laws that connect it with 
other changes and conditions physically described." His claim holds only!{ 
some relevant form of reduction obtains; for if the mental can interact with 
the physical, then Davidson must explain how causal connections <~[fecti11g 
the /Jhysical can be accounted for in exclusively physical terms. But if. as we 
have argued, causal interaction holds, and the mental is not reducible to the 
physical, th~1: the physical sciences themselves can no longer be said to form "a 
closed s)•stem for all relevant phenomena. The relevant closed svstem would 
have t~ be an incarnate system-a psychological or social or cuitural svstem 
of some sort. One sees, therefore. the profound allure of the variou~ sorts 
of reduct_ive _t~eories we have canvassed and their conceptual link to a 
certain sc1ent1hc methodology now rendered seriously-perhaps irrevoca­
bly-vulnerable. 

The scientific prospects of psychology become even more puzzling if we 
bear in mind that an essential part of Davidson's motivation for insis_ting on 
the "homonomic" nature of physical science (correspondingly, for insisting 
011 what he calls his "anomalous monism"-the token but not type identity 
of mental and physical phenomena-that is, the nonlawlike connection 
between the mental and the physical) rests, precisely, with the danger that 
,,1,e11 some /mrely physical /Jhenomena would not, 011 the admission of psychological 
,,111 erge11ce, be able lo be subsumed under 1111i·ue1:rnl causal laws. This would follow. 
for Davidson, because he is persuaded of the truth of the holism of the 
mental; for this distinction entails the consequence that phenomena can­
not, insofar as they are characterized in mental terms, be shown to fall 
under lawlike regularities. Hence. if mental discourse is used holistically, 
and if causal interaction is conceded, then the homonomic nature of sci­
ence (ultimately, of physical science) cannot be assured unless some form of 
physicalist ~-educti~m is al_so assured. ~ut this is j_ust what ~•e have found to 
be uncertam-or nnposs1ble. Accordmg to Davidson (19,0): 

\.Ve know too much about thought and beha\'ior to trust exact and uni,·ersal state­
ments linking- them. Beliefs and desires issue in beha\'ior onlr as n1<'.dified and 
mediated by further beliefs and desires. attitudes. and attenclmgs. without end. 
Clearlv this holism of the mental realm is a due both to the autonom,· and to the 
anom,ilous character of the mental ... nomological slack between the mental and 
the physical is essential as long- as we conceive of man as a rational animal. 

By ho/ism, then, we may understand an essential constraint on mental or 
psychological ascriptions-in accord with which all particular ascriptions 
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conceptually depend on other such ascrip1io11s. 110 limit lo s11cl_1 dependen­
cies can in principle be prm·idecl. all are li11ked to om· a1101 her 111 terr_ns _of a 
species-specific model of rationality. and (therefore) 111e111al ascnpt1ons 
cannot as such be treated extensionalh·. 

If, therefore, the holism of the m~ntal is confirmed. (//I(/ the \'arious 
reductive programs we have conside1·ed prm-e untenable. the extensi'.rnal­
ist undertaking we ha\'e been trackincr in so man\· cliffe1-e111 \,·a\'s will be 

~ ~ . 
seen to have obscured in a most remarkable \\'a\· th<: !act that the explana-
tion of human beha\·ior cannot. for conceptual ·reasons. be freed from the 
peculiarly historical, rnlturally quali(ied, li11g11istirnlly i11/un11l'II. mtio1u'.l~y- i11tl'r-_ 
co1111ected causal forces that groom the actual ps\·cl10logical ;1h1ht1es of 
human agents. Empirical psychology would then belong to the same s~·s~em 
of "human studies" of which sociology and anthropolog\ form d1st1~ict 
parts often thought incapable of satisfying the co11ditio11s ol a genume 
science. But e\'en if one held (against DaYidson 's \·ie\\') that there could b_e 
such laws, psychophysical laws would entail th<: co11seque11c<: that the physi­
cal was not hornonomic with respect to psychological a11d cultural phe­
nomena and, e\·en more radicall\', that such la\\'s would 1101 ha\·e the same 
logical properties as physical la\~·s. 

Under the circumstances, the least extreme adjustme11ts desig11ed to ac­
com1:10date the scientific status of psychologv \\·ould (I) co11cede that the 
physical was not homonomic, that some son of f'u11ctio11al or incarnate 
causal laws o()tained at the le\'el of psychological emergence: and (2) rein­
terpr~t the functioning of molar agents (persons and their animal and 
machme counterparts) in wa\'s that \\'ould oln·iate the methodological im­
pact of holism. This would n/Jt in itself insure the corn-e11tio11al standing of 
psychology a_s a science: but it might permit a usd'id enlargement of the 
concep_t of science itself. The issue, of course, becomes most pressing just at 
t_he P_Ol'.lt at which human agents behave in their most distincti\·e way­
lmg~isucally or in accord \\'ith culturally rich practices (composing and 
pl~ymg music, for instance). Here, the explanation of the cogniti\'e powers 
of molar agents becomes decisi\'e, the central concern of \,·hat has come LO 

be called rng11ilh 1r' scir'IIU'-whether construed hiologicalh·. e1hologic1lly. in­
t~>rn_iatioi_iall\' or semiotically-in terms of linguistic competence or artifi­
ci;_d mtelligence or machine simulation-psvchologicalh·. or culturalh-. All 
efforts'. then, to explain cognitive powers in accordance \\'ith the t\\'O adjus~­
ments _Just mentioned may be collected as \'arieties of {'()g11iti1•i.,111-\,·hich 15 

the latest and most resilient phase of modern attempts to con st rue psn·iwl­
ogv as a science. 

A salient distinction pro\·icles a useful economy: Psychology alter all. is 
bifurcated; we cannot deny that there must be psvchological processes 
explicable solely in terms that include the biological and exclude \,·hateYer 
pertains to acquiring the skills and habits of a particular human culture. 
For example, there is e\·erv reason to believe that the psvchotropic drugs 
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exhibit causal unifonnities both relati\'ely independent of cultural factors 
and sul~ject LO some extent to the effects of particular cultural \'ariables (see 
\'alzelli, 1973). Also, as in the famous "visual cliff' phenomenon among 
infants (see E . .J. Gibson & R. D. Walk. 1960) and (at least to some extent) in 
what appears to be the genetically programmed responsi\'eness of animals 
within their ecological niches (see Gibson, 1979), there is good reason to 

think that there are biologically regular perceptual and affective processes 
already in place before cultural grooming that cannot be altogether o\'er­
ridden or radically modified (see Segall, 1966). It is understandable. there­
fore-particularly since the demarcation between the biological and the 
cultural becomes increasingly problematic as perceptual. linguistic. and 
ratiocinative capacities are assigned a genetic component-to attempt to 
meet methodological constraints like these distinctions.just gi,·en. by treat­
ing cultural regularities as somehow generated biologically. 

I 11 rather different, quite influential ways-but still within the cogniti\'ist 
spirit-this is precisely what is attempted by J. J. Gibson (1966); Jean 
Piaget ( 1979/1980); and Noam Chomsky ( 1980). In Chomskv's ,·ie\\:, for 
instance, at least an essential part of language-the innate k;10wledge of 
grammar-is genetically determined; its culturally \'ariable feature~ are 
said to be caused by the interaction between genetic and en\'ironmental 
factors. by the production of phenot\'pic \'ariations of an underlving cren-. .• \. t, 

otype. Hence. Chomsky treats 

the t heon· of' particular and uni\'ersal grammar ... as that aspect of' theoretical 
ps\'C:~1~1log\' ... primarily c~mcerned with t)1e geneticalh· determined prngran_1 that 
spel:il•e:~ the ran~e of posst(Jle gramm'.irs !or hun~an langu,'.~es and \he, particular 
reahzatwns of this schemausm that anse under g1\'et1 conchuons (p. 202). 

Chomsky's theory constitutes an extreme cogniti\'ist resolution of the 
scientific status of psychology. In one respect at least. it is decidedly more 
radical than Freud's theory of the unconscious, for in Chomsky's \"iew. in 
"knowing" or "cognizing ... the grammar that constitutes the current 
state of our language faculty and the rules of this system as ,,·ell as the 
principles that go\'ern their operation," we cognize what "may be and in 
the interesting cases is inaccessible to consciousness" (pp. 69-70). It is 
normally not possible, then, for a human agent to reco\'er by introspecti\'e 
means (as. in psychoanalysis. one tries to do with repressed material) the 
deep grammatical rules of language; or for others spontaneous!\' to pro­
,·ide such rules merely by obsen·ing the other's behaYior. Chomsky. there­
fore. uses a cogniti\'e \'ocabulary to specify human powers that "ha\'e the 
structure and character of knowledge," but (1) are not consciously accessi­
ble. (~) are operative at some cogniti,·ely rele\'ant infrapsychological le\'el, 
and (3) are genetically determined. This doctrine constitutes a form of 
cogniti,·ism that is \'ariously termed i1111ati.rn1, 11ati1 1is111. or (contemporary) 
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rationalism (Chomsky, 1966). It is. of course. Chomsb··s inference to the 
best explanation of the facts about language acquisition and use that leads 
him to believe that our competence must be cognitiH·I, innate. 

Cognitivism, however, need not be committed to innatism. although 1'<'1'1)' 

cognitive psychology must admit SOJ/1{' innate structuring of the mind. b·en 
John Locke implicitly admits a structured sensorium. \,·ithin the context of 
his empiricism and his notorious doctrine of the ta/111/" m1r1: Locke himself 
does not provide (nor does anyone else) ·'a non-nati,·ist theor\' of where 
[its] primitive features come from" (Fodor. I ~l7~l/ I ~lHO: see Piaget. 1968/ 
1970). In this sense, in current terms, psvchological powers cannot fail to 
be genetically (or analogously) grounded: The ,-en· idea of arq11iri11g a 
language or perceptual skill or the like would make 110 sense unless a 
suitably structured system were postulated, capable over an interval of time 
of manifesting some form of growth, learning, or programming (or com­
bination of these) constituting such acquisition. Hence. innat ism of some sort 
is generally admitted to be unavoidable. The lJUestion remains. howe\·er. 
how extensive it must be, and whether, in particular. linguistic ability must 
be accounted for in terms of innate linguistic competence (Chomskv's the­
sis). It is not even clear whether or how the thesis of innale linguistic 
c~mpetence ran be treated as an explicitly empirical issue. and Chomsky 
himself retreats from the direct behavioral confirmation of innate compe­
tence (see Chomsky, 1957). These ljllalifications show thal we need to 

distinguish among: 

l. the essential explanatory program of all forms of cog-11iti,·ism: 
2. the varieties of cognitivism, panicularlv innatist and 'no11i1111a1is1 ,-e1·sions: 
3. nm~c'?gnitivist theories of cognition-or of aspects of cog11i1io11-that concede 

an 1111ual, 111nately structured system capable of realizing particular cogrnu,e 
powers. 

To date, perhaps the briefest and most balanced account of (the new) 
cognitivism has been provided by John Haugeland ( 1978). In I laugeland's 
terms: 

The ('undamental idea of cogniti,·e psycholog, [is]: intelligent beha,·ior is LO be 
explamecl bv appeal to internal "cognitiYe processes··-me:rning-. essentiallv. pro­
cesses interpretable as working out a rationale. Cogniti,·ism. then. ran he summed 
up ma slogan: the mind is to be understood as an I I'S [ i11/m 11111 1io11 Jnocnsi11g systn11 ].·· 

It is reasonably clear, both on independent grounds and in accord with 
Haugeland's own intention ( 1979), that information processing svstems 
(conceived either in functional or incarnate terms) applv to a range of 
biological, electronic, and similar domains that include much more than 
the merely psychological (see Minsky, 1968; Newell & Simon. 1972). The 
thesis requires, therefore, some clarification of such notions as rog11iti11t. 
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i11ll'llige11t. mtio11al. conscious. and mmtal. in virtue of which the science of 
psychology may be taken to be a part-very probably the most complex 
part--of a comprehensi,·e science of information processing. So far, this 
much accords rather nicely with our attempt to demonstrate the conceptual 
dependence of accounts of 11011psychological information processing on 
paradigm accounts of psychological phenomena. 

One essential caveat arises, however. "Information" or "information 
processing" is equivocal in Haugeland's context. Sometimes. "information·· 
signifies what are specifically cognitil•e phenomena, namely, phenomena 
characterized in terms of the real intentional or semantic content of artain 
systems, states, and processes. And sometimes "information" signifies only 
what is viewed (in so-called information theory) as effecting or being able to 
effect a reduction in the uncertainty, or an increase in the probability, of a 
given event; i1~ ~~1e latter sense, any system may be viewed as an "infonna­
tion channel" 1f its output may be taken as a reliable indicator of its input 
without regard to its "message" (see Shannon, 1948). It hardly follows that 
any and all causal systems behave cognitively, in the forme·r sense. The 
distinction is already adumbrated in Putnam's well-known remark ( 1967 / 
1975b): "Everything is a Probabilistic Automaton under some Description." 
For if that statement be granted. then merely to provide a machine simula­
tion or description of any system is hardly to characterize or to explain it in 
genuine cognitive terms. The same equivocation was noted earlier in dis­
~-ussing the Turing test of intelligence (see Dreyfus. 1972/ l 979; Searle. 
1980). John tvlcCarthy ( 1979) similarly equivocates when he offers the 
extreme view that "Machines as simple as thermostats can be said to have 
beliefs, and having beliefs seems to be a characteristic of most machines 
capable of problem solving performance." In much the same spirit, Allen 
Newell and Herbert Simon ( 1972) claim that "A physical symbol system 
[ that obeys the laws of physics] has the necessary and sufficient means for 
general intelligent actions" (that is, "has [as such] the same scope of intel­
iigence as we see in human actions"). 

< \Ve must be frank to admit that we have not explicitly characterized the 
"cognitive." Broadly speaking, we could do so in a way that paralleled 
rather closely our use of "mental" and "psychological"; that is. we could 
first introduce human paradigms and then argue that the extension of the 
term to nonhuman agents (animals and machines) was conceptually depen­
dent on the model suited to those paradigms. This would provide a flexible 
enough idiom for addressing a very large range of the puzzles about cogni­
tion. for instance, those relating to conditions of species-specific rationality 
(D,n·iclson, 1970) and those bearing on the psychologically irreducible so­
cial and historical features of language and culture that affect our ascrip­
tions of knowledge to particular agents. But more than this, it is normal!,· 
admitted that a state of knowledge cannot be adequately characterized 
infra psychologically, for the simple reason that knowledge entails the sat is-



Cognitivism 72 

faction of a complex condition that cannot itself be construed psychologi­
cally-the condition of truth (that what one is alleged to know is actually 
the case) and one's relationship to the events of the world suitably linking 
one's mental states and one's supposed acquisition of the truth (see 
Chisholm, 1966/ 1976). This is a most controversial matter. of course. But 
for our own purposes it may be sufficient merely to ha\'e taken note of the 
complication, once we grant that the paradigms of human cognition ar: 
familiar enough and that our concern is properly limited to the psychologi­
cal features of cognition. Effectively, this is precisely what the cognitivists 
themselves have clone. 

Possibly the two best known (but opposed) advocates of rngnitivism _in 
the Anglo-American philosophical literature are .Jerry Fodor and Dame! 
Dennett. Fodor (1975) is, in effect, in accord with Haugelancl, except that 
restricting cognitive psychology to explaining the "propositional attitudes 
of organisms," Fodor insists (as Haugeland does not) that the relevant 
theories do so "by providing, for each propositional attitude, nomologi~ally 
necessary and sufficient conditions in terms of computational relauons 
between the organism and formulae of the internal representational sys­
tem" _that Fodor claims every cognitive system possesses (p. 77)._ It should 
be said at once that this is an extraordinarily strong claim. which Fodor 
doe~ not actually pursue in an empirically detailed way. But it is cleai~ that 
the m~en~ of Fodor's thesis is, at the very least, to offset the intens1on,~l 
comphcat1ons of the holism of the mental that Davidson concedes. In tins 
w~y, Fodor hopes to bring the new cognitivism into accord. once again. 
with the o~jectives of an extensionalist view of science. 

D~nnett ( 1978b) also concurs with Haugeland but presses a more radical 
thesis: 

Every co~nitivist theory currently defended or e1wisaged, functionalist or not, is a 
~heory of the sub-personal level. It is not at all clear to me, indeed, how a psycholog­
ical theory-as distinct from a philosophical theory--could fail to he a sub-personal 
theory .... the personal level "theory" of persons is not a psychological theory. 

Elsewhere (l 977 / 1978) Dennett says (criticizing Fodor): 

Any psychology with undischarged homunculi [that is, suhpersonal or submolar 
"agents" (homunculi) for whom "internal representations" function as such, and who 
are not t~eoreticaHy replaced (discharged) by "agents" described in purely J~h)~~i~'.al 
terms, without reference to representations] is doomed to circularity or mltmte 
regress, hence psychology is impossible. 

"Personal level" discourse admits the molar agency of what we normally 
take to be human persons. Homunculi, or subpersonal or submolar agents. 
are personlike agents not identical with persons, functioning-possibly at 
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particular nodes in a neural network-in ways that are initially described in 
the intentional idiom usually reserved for persons. Dennett believes that, in 
principle, whatever of psychological significance is normally attributed to 
persons at the "personal level" may, by analysis, be distributively attributed 
to an aggregate of homunculi. 

The conflict between Fodor and Dennett is important. Fodor attempts to 
develop a cognitivist account in which "personal level" functions are not 
eliminated in favor of the subpersonal (molar cognitivism), even if (in accord 
with Chomsky's orientation, which Fodor at least initially accepts) "com­
putational relations" between the organism and internal representational 
system are not consciously accessible to the organism; also, Fodor clearly 
believes (contra Davidson) that strict laws obtain at the level of psychological 
explanation. Dennett, on the other hand, holds that personal level explana­
tions are simply not proper explanations in the science of psychology; 
hence, that in principle personal level agents and subpersonal homunculi 
(introduced by way of analyzing personal level agents) must be "dis­
charged" (eliminated or suitably replaced), or else the intended science is 
"doomed to circularity or infinite regress" (lwmuncular cognitivism). Both 
theories are noticeably extreme: Fodor preserves molar' agents but at­
tempts_ t~> acc~unt f~r th~ir capacity to think, in terms of an explicitly 
Platomsuc version of mnat1sm; Dennett replaces molar agents with homun­
culi and "discharges" the latter, reverting in a roundabout way to a form of 
reductive materialism. Dennett's cognitivism, then, involves an homuncu­
lar replacemmt of molar functioning; and Fodor's cognitivism (and Chom­
sky's, and Freud's, for that matter), an interaction between distinct sub­
powers of molar functioning itself. 

aoMUNCULAR COGNITIVISM 

Consider, now, Dennett's homuncular account. Dennett ( 1978a) favors 
(quite reasonably) a "top-down" rather than a "bottom-up" strategy in 
psychology, that is, a 

... strategy that begins with a more abstract decomposition of the highest levels of 
psvchological organization, and hopes to analyze these into more and more detailed 
sn~aller systems or processes until finally one arrives at elements familiar to the 
biologists [as opposed to a] ... strategy [for example, "stimulus-response beha,·ior­
ism" and what may be called "neuron signal physiological psychology"] that starts 
with some basic and well-defined unit or theoretical atom for psychology, and 
builds these atoms into molecules and larger aggregates that can account for the 
complex phenomena we all observe. 

Both the empirical complexity of the neurological and the conceptual con­
straints imposed by reference to the intentional (particularly. the linguistic) 
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tend to diminish, if not to discount altogether, the promise oft he bottom­
up strategy. If, in fact, the intentional and the linguistic are ps,-chologiec~lly 
real and irreducible (emergent), then the bottom-up strateg\' must be 111-

herently inadequate. The top-clown strateg~· accommodates these complex­
ities initially; although it remains an open question \\·hether ,,·hat appears 
emergent at the molar level can be "decomposed" into simpler elements. 
Dennett himself apparently believes that we can "decompose·· the "highest 
levels of psychological organization" in terms of biological "elements.··_so 
the choice is a matter of technical convenience for him. The :\ l modelmg 
of human performance is (Dennett belie\'es) an especialh· promising ,·er­
sion of the top-down strategy committed to answering the question "How is 
knowledge possible?' (see Moore & Newell, 1974; Pylyshyn. 197H). In any 
case, the efforts of the reductionists (Skinner and Feigl. for example) may 
serve to illustrate the bottom-up strategy, and those of Dennett and Fodor 
may serve to illustrate the top-down strategy. 

Now, Dennett maintains that certain other top-down strategies-in par­
ticular, "Freud's ego subsystem," "j. J. Gibson's im·ariance-sensitive ~~r­
ceptual 'tuning forks,'" "Chomsky's early .1y11/ax-driven system"-sufter 
from the danger of stipulating "component subsystems" that ha\'e to be 
"miraculow-." They do so, he believes, by "positing more information-pro­
cessing in a component than the relevant time and matter will allow" or "by 
positing a subsystem whose duties would require it to be more 'intelligent' 
or 'knowledgeable' than the supersystem [the molar system] of which it is to 
be a part." 

For the homuncular replacement theory to which he is partial. Dennett's 
charge would surely stand; but for the model of a complex, functionally 
differentiated molar system whose own "parts" (as 1110/a,- processing sys­
tems) may interact with one another (below the level of consciousness)-the 
very assumption adopted by Fodor, Chomsky, and others-11n miracle need 
be conceded at all (cf. Chomsky, 1979/ I \J80; Freud, 192~/ I 962; (~ibson, 
1966). 

Since, in Dennett's view, homunculi are first introduced b\' way of analyz­
ing the molar into its submolar components, it is quite im1;ossible for any 
homunculus to be endowed with "miraculous" powers; but since. in the 
opposed view, the molar may itself have powers that exceed its (own) powers 
at the level_ (say) of consciousness, the question of the miraculous simply 
need not anse. One may, for example, compartmentalize molar discrimina­
tion ~1_nder ~ypnosis, in such a way that greater acuity of some sort may be 
manifested 111 a "part" of the molar agent than is accessible at that agent's 
conscious level (see Hilgard, 1977). Hence, Dennett appears to have re­
stricted quite arbitrarily the range of theories available to top-down cogniti­
vists. He cannot yet claim to be right (in opposing Fodor) that cogniti\'ist 
strategies opposed to the homuncular theory are inherently self-defeating 
and fail to provide scientifically acceptable forms of explanation. 
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Herc is Dennett's ( 1978a) lucid ch,u-acterization of homunculi: 

One starts. in AI. with a specification or a whole person or cogniti,·e organism­
what I call. more neutralh·. an intentional system ... -or some artificial segment 
or that person·s abilities (e.g .. chessplaying. answering questions about baseball) and 
then breaks that largest intentional system into an organization of sub-systems, each 
or which could itself be \'iewed as an intentional S\'Stem (with its own specialized 
belief's and desires) and hence as formall\' a homunculus .... If one can get a team 
or committee of rt'lati1 11'/_\' ignorant. narrow-minded. blind homunculi to produce 
the intelligent beha\'ior of the whole. this is progress .... E\·entually this ... lands 
,·ou with homunculi so stupid (all they ha,·e to do is remember whether to say yes or 
iw when asked) that they can be. as one says. "replaced b,· a machine:· One dis­
rlwrgt'.\ fancy homunculi from one·s scheme by organizing armies of such idiots to 

do the work. 

Some preliminaries are in order. For one thing, homunculi are said to 
work with "internal representations" of the elements of molar intelligence: 
but this idiom, Dennett concedes, "is bound to ha\'e a large element of 
metaphor in it:· He does not actually say what he takes to be metaphorical 
or how to replace the metaphorical idiom. What this suggests is that al­
t hough homuncular analysis is meant to introduce incarnate powers. it is 
effectively restricted to abstract functional characterizations that ma\' well 
tempt us to some form of functionalism itself. (There is some e\'idenc~ that 
Dennett is attracted in this direction: see Hofstadter & Dennett. 1982). The 
appeal to me~ap_hor need not c01~1plicate matters, howe,·er, since, as we 
shall see, ascnpt1ons to homuncuh are conceptually dependent on ascrip­
tions to molar agents-whole persons or cognitive organisms-and ascrip­
tions to the latter are not construed as metaphorical. 

l)ennett's idiom also draws attention to a critical-perhaps not insur­
perable-c!i!ficult?': ~1am~l\'. that we c;mno~ expe~t to p1:o\'ide an AI anal~·­
sis of cogrnu,·e ab1ht1es wnhout some clear idea of what 1L means to process 
internal representations. (We shall return to the issue.) Second, when intro­
duced, homunculi are characterized in intentional terms just as molar per­
sons are. Presumably, speaking in this way is not speaking metaphorically. if 
persons are actually inte.n~ional ~ys~ems and if hom_unc\ili ar~ real sub­
svstems of real persons. 1 lurd, qune mdependently of the 111tent10nal char­
a,cterization of homunculi, Dennett believes that "fancy" homunculi can be 
discharged by "stupid" homunculi, and that all homunculi can be dis­
charged by eliminating the need to rely on an intentional characterization 
of the subsystems that produce molar (intentional) activity and beha\'ior. 
This is the heart of Dennett's reductionism, which begins, first. by conced­
ing the intentional complexity of molar beha\'ior that beha\'iorists, identity 
th~orists. and other "older·· reductive materialists had wrongly supposed 
thev could initially avoid. 

\,\' e are now in a position to assess Dennett's proposal. In general. there 
are onlv three strategies available to cogniti\'ism: 
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I. the putati\·e subsystems of molar s\·stems ma\· hl" assigned i111t·111io11al or infor­
mational content pu1-elv heuristicalh·: 

2. the intentional or informational content of molar slall"s ma\ he anah-zed 11•itho11/ 
re111aindl'r in terms of the informational processing cap:1ci1ies of real homunculi: 

3. molar systems are themseh·es so complex 1hat inf"ormatio11al processing al th_c 
1110/ar lr, 1el mav irwoh·e the interaction of relati\·elv indept·ndt·111 s\·stems accessi­
ble in cliffere~t ways to one and the same molar agent. 

The first strategy is utterly unsatisfactory i/ molar S\'stcms are real inten­
tional systems, for either it promises but does not deliHT a realistic cog­
nitivism or else it pretends (without adequate argument) that the inten­
tional idiom can actually be replaced or ignored in scientific explanation 
(cf. Sellars, 1963). The second strategy is the most radical option-Den­
nett's own hu11111ncular rog11iti,,i.1111. It is, as already noted. ultimateh· meant to 
yield, at the explanatory level, to some reducti\'e replacement. ,-\ml the 
third is the strategy favored by Dennett's •'opponents" (Freud. Chomsky, 
Gibson, Fodor)-that is, molar rng11ith•is111. the strateg\· that fa\'ors explana­
tions in which the molar is not replaced by homunculi and in which. there­
fore, the intentional is not eliminated (at least as far as cogniti\'ism is con­
cerned). Freud (1895/1966), of course, ultimately hoped to eliminate the 
intentional by a chemical account of libidinal energy and its causal pro­
cesses; and Fodor (1968) is attracted to some form of the identity theory 
("token physicalism," at least; cf. 197:j)_ 

·1_-he failure of Dennett's strategy seems to be due to an ele111<:·ntarv but 
easily overlooked mistake. Dennett wishes to re/1lr1ce all reference to molar 
or personal-level agency by reference to a suitably complex ··committee·· of 
homuncular agents. l\evertheless, based on his O\\'ll view (and 011 indepen­
dent grounds), the fu11ctio11s of s11lnnolr1r lio1111111rnli = thl' .111/J/i111ctio11s of lhl' 

function of 1110/ar agf'11/.1. If so, the homuncular rr11111nl replace the molar. 
~J_ecause the homuncular is nothing but some subroutine n/ the molar itself. 
I here are no homunculi /0111 ruurt; there are 011I\' homunnrlar-compo­
nents-of-molar-processes; homunculi are defined relationalh· in terms of 
the molar itself. For example, the information processed in ·,he retina or 
optic nerve pertinent to what a person sees (in the normal sense in which 
what is seen can be reported) is only a.1.1ig11ablt in relation to whate\·er 
component (neural) processes are thought, based on a theor\', to bear on 
the explanation of the informational or intentional content of !hi' 1110/ar 

JJerrr'/Jlual sla/P.\ of that jJerson (see Gregory, 1966; Polyak, 1~111). Thus Den­
nett ( 1969) quite reasonably maintains that intentional content "cannot be 
described" at the homuncular level; it can onlv he assigned in terms of a 
teleological model of (say) an organism's life (following Ta\"lor. I ~lfi-1). So 
he says quite explicitly ( 1978b): 

the information or content an e\·ent within [a gi\·en] S\"stem has lit has]jor 1/11· ,ys/n11 

"' " (hiologirnl) whole .... The ro11/e11/ (in this sense) of a particular n·hicle or 
information. a particular information-bearing event or state. is and must he a 
function of its function in the svstem ... of \1·hich it is a part. 
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Dennett's own account, then, commits him to a version of the third strat­
egy. though he professes to favor the second. AlternatiYely put. i(the molar 
could be physically reduced directly. homuncular reduction would be ob,·i­
ated. But there cannot be any way to reduce the molar by fi,:~/ attempting 
an homuncular reduction. simply because the homuncular is a relational 
notion that ineliminablv im·olves reference to the molar. 

There are two further features of Dennett's account that should be men­
tioned. First, he claims ( 1978b) to have constructed '"an T ... out of sub­
personal parts of the sort encountered in cogniti,·istic theories:· This is the 
reason he believes ( 1969) that: 

... the personal story [that is. the "story" or a person's mental states] has a relati,·eh· 
ntlnerable and impermanelll place in our conceptual scheme. and could in prind­
pk be rendered :·obsolete" if son_1e day we ceased Lo /rm/ anything (an\" mobile body 
or system m· clence) as an Imenuonal system-by reasoning with it. comm1111icating 
with it. etc. (p. I 90). 

He has somehow forgotten how. in his own view. the intentional character­
ization of homunculi is and must be assigned: and he has forgotten that we 
must "treat" ourselves reflexively as persons. 

Second. Dennett ( 1971) wrongly supposes (or, at any rate. provides 110 

argument to support his view) that "intentionality is primarily a feature of 
linguistic entities-idioms. contexts": that one is not sa,·ing '"that inten­
tional systems re(lft_,· have beliefs and desires. but [onlyl that one can explain 
and predict their beha,·ior by ascribing beliefs and desires to them." Here. 
he seems to be attracted to the first strategy. more or less in accord with 
Sellars\ ,·iew. In fact. he ( 1969) explicitly holds that: 

Intentional objects are not any kind of ol~jects at all. This characteristic is the 
dependenn: or Intemional ol~jects on particular descriptions .... To change the 
description is to change the ol~jen. \\'hat sort or thing- is a different thing under 
dilfrrent descriptions? l\ot am· ol~ject. Can we not do without the ol~jects altogether 
and talk _just of descriptions? (pp. 2H-2!l). 

Yes. of course. but 011l_y if th1' ol~jects ca II be salisfr1cloril_,· ide11ti(iNI "11d described i11 

111111 i11t1'11tio11"l terms. It is in this undefined sense. then. that Dennett (l 9i2i 
J 978) says he wishes "to maintain physicalism . but think[sl iclentit\' the­
ory is to be shunned." 

MOLAR COGNITIVISM AND NATIVISM 

Perhaps the most explicit theory instantiating the third strategy appears in 
Fodor's Th1' La11g11ag1' o( Thought ( l 97S): 

... cenain kinds of' \'erv central patterns or ps\'chological explanation presuppose 
the ;l\·ailahilit\' lo th1· b1,fun•i11g 11rga11i.,111. of' some sort of representational s\"Stem. [011 
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this view] deciding is a computational process [as i11 compu1i11g !lie prohahle conse­
quences of alternative behavioral options and assigning 1hem a preference order]: 
the act the agent performs is the consequence of compu1a1io11s defined over repre­
sentations of possible actions. i\o representations, 110 comp111at1011s. i\o computa­
tions, no model. ... \Vhat I am proposing to do is n:surren the lraditional notion 
that there is a "language of thought" and that characterizing tha1 language is a good 
part of what a theory of the mind needs to do (pp. :11. :n: italics added). 

This model clarifies Fodor's reason for confronting Dennett with a di­
lemma: Either concede a vicious regress of intentional characterizations 
with respect to homunculi or else drop altogether the homuncular an­
thropomorphizing of the submolar processes In- which molar heha\·ior is to 
be explained. For his part, Dennett ( 1977 / 1978) holds that Fodor's enter­
prise cannot be saved from "incoherence" except b\' sharph· separating 
personal-level and subpersonal-level attributions. But. as we ha\'e seen: ( 1) 
Fodor does not admit homuncular agents but only a range ol' !'unctions of 
1:1°lar agents themselves; and (2) Dennett rrm11ot free homuncular ascrip­
tIOns from a conceptual dependence on molar ascriptions. Here. Fodor 
surely has the stronger argument: ff cognitivism is to be sustained, tl~ere 
must be some set of common elements uniting all the functionally distinct 
processes of molar cognition. 

The difficulty with Fodor's theory lies elsewhere. Fodor claims that he is 
not defending nativism or innatism, merely working out "the consequences 
of assuming that" psychological processe~ are computational-in particu­
lar, the seemingly unavoidable consequence that if they are computational, 
then we must have an innately adequate "language" or representational 
scheme for every cognitive endeavor that we exhibit. \\'e cannot, Fodor 
(1975) believes, ever (in any plausible view of' what a concept is) actually 
learn a_ new concept: "you cannot learn a language \\'hose terms express 
semantic properties not expressed by the terms of some language you are 
already able to use" (p. 61 ). In effect, learning concepts "is the projection 
and confirmation of hypotheses"; but if so, then to confirm that a given 
concept applies presupposes an understanding of the concept in question: 
We acquire, by learning, only "exemplars" ~>f the concepts we already 
posse~s. Fodor's theory, therefore, is a contemporary (genetically ground­
:d) remterpretation of Plato's doctrine of reminiscence: cognitivism, Fodor 
is c~nvinced, entails a version of the Platonic theory of concepts. 

J\;evenheless, there is no evidence (and Fodor offers no evidence) to 
show: (1) that the entire range of human concepts may he interpreted 
(even heuristicallv) as the result of formulable combinations of some finite, 
relatively econo~ical and manageable set of postulated concepts: or (2) 
t~at any promising set of concepts thought to approximate such a reduc­
lI<m could be accounted for in biological terms completely independent of 
culturally induced learning or acquisition. Actually, Fodor ( I ~l75) a(hances 
his theory in an even more controversial form. For he maintains: 
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I I" learning a language is literally a matter of making and confirming hypotheses 
ah'.>~lt the truth conditions associated with its predicates, then [it] presupposes the 
ab1htv to use expressions coextensi\·e with each of the elementary predicates of the 
la~1guage being learned. But ... the truth conditions associated with <111y predicate 
ol L [some natural language /.] can be expressed in terms of the truth conditions 
associat_ed with the elementary predicates of L [Hence] one can learn what the 
semantic pn>perties of a term are only if one already knows a language [one that is 
not a natural language, a language learned naturally] which contains a term ha\·ing 
the same semantic properties·· (p. 80: cf. Bruner, 1956). 

So construed, the hypothesis-testing model is radically unconfirmed-pos­
sibly mistaken, certainly implausible. AL the very least, it seems uncmwinc­
ing lo insist that Platonism is inevitable if there is no prospect of fonnulat­
ing the required account in a reasonably detailed way. Very possibly, the 
acquisition of apparently new concepts cannot be accounted for in terms of 
computational learning (see Fodor, 1979/ l 980), if Platonism is its unavoid­
able price. 

Fodor views his own thesis as neutral to extensionalist/intensionalist 
controversies regarding learning or cognizing terms or predicates. For in 
the extensionalist ,·iew (see Davidson, 1967b; Evans & l\lcDowell. 1976). 
"the semantic properties of a predicate determine its extension" (Fodor. 
1975, p. GO) and (Fodor, p. 59. claims) "S learns P [a predicate in a given 
language] onlv if S learns a truth rule for P" (which apparently requires 
that 0~1e lean{ a generalization determining the extension of P. that is. all 
the things that p is true of. 

It is not clear that such a rule can be learned or can be shown to h,n-e 
been learned or can be manageably learned with any reasonable measure of 
reliability or can even be formulated for any natural language. Even if it 
were true that the meaning of any term could thus be extensionally fixed in 
Jni11ci/Jh•. it would hardly follow that anyone could be said Lo have learned. 
or to operate with, such a rule. Certainly, we have no description of hvH' 
concepts are actuallv thus applied; besides, there are reasonably strong 
arguments purportit;g to show that the intension (or meaning or "semantic 
properties") of a term do nut determine its extension (see Putnam, 1975). It 
seems entirely possible that two (semantically) distinct concepts may h,n-e 
the same extension, or at least that they may be known to be distinct, 
although relative to the constraints of finite testing, they still appear to ha\'e 
the same extension. If so. Fodor cannot be right in holding that learning 
the meaning of a term is learning the truth-rules goYerning its extension­
independently of the force of the innatist thesis itself. The argument also 
requires that all learnable languages involve (or be decomposable into) the 
same set of elementary concepts. that the truth-rules for e\'ery learnable 
language be reducible to some one system of adequate (extensional) 
truth-rules. But this theory has been strongly opposed (see Hacking. 1975; 
Quine, 1960), has never been demonstrated. and is not known to be de-
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monstrable. In the intensionalist view (Fodor, 197 5 ), "the semantic proper­
ties of a predicate determine its intension and ... intensions determine 
extensions" (p. 60)-which is the extensionalist thesis again (see Fodor, 
1979/ l 980). 

Fodor acknowledges that some philosophers (notably, Putnam) maintain 
that the semantic properties of general terms determine neither intensions 
nor extensions; that on the contrary, what the extension of a term will 
prove to be depends on the history of empirical discovery-and hence, 
cannot be innately formed in Fodor's sense. Putnam ( I 97 5) also argues: ( 1) 
that the meaning of a term "is not a function of the psychological state of 
the speaker by itself'; (2) that "'meanings' just ain't in the head!"; and (3) 
that the assignment of meanings depends on (an implicit) "dit1ision of lin­
guistic labor," which itself "rests upon and presupposes the division of non­
linguistic labor." Fodor holds such speculations to be "largely irrelevant." 
But he fails to see that Putnam is, in effect, sketching an alternative theory 
of language learning (or language acquisition) and semantic competence. 
Its effect would be to show that no account of the acquisition or learning of 
"meanings" could be merely computational or cognitivist; for in a spirit not 
altogether unlike that of such so-called linguistic structuralists as Ferdi­
nand de Saussure (1916/1966) and Louis Hjelmslev (194 3/196 I) (though 
for altogether different reasons), Putnam stresses that the semantic dimen­
sion of language (doubtless, of other dimensions as well) rn111wt be adequall'/_)· 
analyzed in any infraJ;sychological manner al all. The meaning of what one 
utters as a speaker of some natural language depends, in large part, on the 
s_hifting collective activity and collective experience (nonlinguistic as well as 
linguistic) of a particular historical society-which it is impossible anyone 
should have internalized psychologically. 

Put paradoxically, the claim is that no one fully understands (or "gener­
ates" computationally) the meaning of what one says or does, because the 
meaning or significance of one's behavior is a function of the implicit 
consensus or regularities of an enlirl' changing society, i nle1Jneti11g over time 
the changing behavior of its members. In Saussure's view, one cannot have 
internalized the total system of language (la langue) in terms of which one's 
particular utterances (la Jmrole) have the linguistic structure they do. Only 
an entire society can "possess" such a system, and it can possess it only in 
the heuristic sense that theorists idealize from time to time the structure 
that actual discourse may be thought to approximate. Actual speech, Saus­
sure believed, did not belong to any finite system at all. 

In Wittgenstein's view (1953/1963), no single person can make, follow, 
or break a rule; rules presuppose the habits of life of an entire society and 
are, in effect, normative abstractions drawn from the uniformities (and 
their temporally shifting extensions) that a society shares (or will tolerate). 
Similarly, among the hermeneutic theorists (see Gadamer, 1960/ l 975), the 
understanding of any "text" or utterance cannot be restricted to its sup-
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posed "original historical horizon" (the changing but internalized unity of 
experience of living persons); it inevitably involves a "fusion of horizons," 
the result of the attempt of those who would understand, to interpret it 
within their own historically shifting horizon. There is no original to re­
cover. A similar theme appears in Marx's famous Sixth Thesis on Feuer­
bach: "the human essence is no abstraction inherent in each single indi­
vidual. In its reality, it is the ensemble of the social relations" (McLellan, 
1977; cf. Bourdieu, 1972/1977; Volosinov, 1963; Vygotsky, 1934/1962, 
1978). 

Here, then, from both analytic and Continental sources, strong reasons 
may be supplied for distinguishing sharply between the social and infra­
psychological dimensions of the mental life of humans. If, for instance, 
concepts are second-order capacities (as Armstrong, 1973, holds), i11\"oked to 
help organize our explanation of first-order beliefs, then the plausibility of 
the computational model becomes seriously weakened. It seems quite rea­
sonable to infer internalized competence (innate or acquired) from the pri­
mary evidence of actual pe,.formance (see Hamlyn, 1978); but it is odd to 
suppose that once having constructed our second-order theory thus, we 
should be able to legislate with confidence about what can have been 
learned or acquired in the first place. Paul Churchland (1980) very neatly 
observes that "large-scale learning ;•ppears to be identical with conceptual 
change"-or sufficiently extensive to justify imputations of conceptual 
change. In any case, since there is no independent access to concepts, there 
cannot be any empirically justified necessity in restricting concepts in­
nately: Fodor's claim cannot signify more than one theoretical option 
among others. 

The point is also, essentially, Piaget's (see Inhelder & Piaget, 1955/ l 958). 
Again, from an entirely different point of view, if it appears difficult or 
impossible to account for the extended use of general terms (universals) to 
(new) instances beyond whatever standard cases may first have fixed their 
sense (for example, red or solid or.flat or the like)-without admitting some 
consensual element regarding the acceptability of such an extension (the 
problem of "pattern recognition": see Rosch, 1973; Smith and Medin, 
1981 )-then it may be conceptually impossible (or at least extremely un­
likely) that the range of human concepts could be construed as innately 
supplied. 

For his part, Putnam confirms our profound ignorance of the nature of 
learning. We simply do not know what it is to learn a concept or a new 
concept. In fact, the Socratic paradox that Fodor resurrects (and that is the 
heart of his argument) arises only if we explicitly construe learning a con­
cept in a criteria! and specifically linguistic way: S learns concept C; hence, 
S must have known concept C in order to learn that concepts A 1 ... A11 

serve as criteria! conditions for C. But when the changing behavior of 
creatures (humans or languageless animals) justifies our holding that they 



Cognitivism 82 

now perform intelligently in a way they could not before, we ma,· speak of 
their having framed or acquired a conce/Jl that they did not J1ossess be/ol'I'. The 
supporting argument must be an inference to the best explanation. II' (say) 
someone develops a grasp of quantum physics. which that person appar­
ently lacked before, and if the concepts of quantum physics cannot be 
"constructed" out of a supposed innate supply of concepts, then we may 
reasonably claim that in learning quantum physics, the person "learned" or 
"acquired" a concept that he or she did not have before. The mere co­
herence of the alternative shows that in contrast to what he says, Fodor is 
not actually driven to Platonism. On the face of it, it seems quite pre­
posterous to suppose that all culturally rich concepts are nothing more 
than combinations (of some unexplained sort) of some genetically. pre­
culturally determined range of original concepts. 

It needs to be said that a cognitive model could, coherenth·, admit some 
(conceivably quite restricted) innate capacities, some cultur,;lly or socially 
acquired conceptual abilities (duly internalized), and some concession to 
the interpretive, consensual social work that Putnam, Wittgenstein. Saus­
sure, Marx, Gadamer, and others have (in their different ways) aflirmed. 
This concession, of course, is incompatible with an exclusive ~ognitivism­
and generates fresh difficulties of its own. But there is no reason to restrict 
cognitivism to mere innate capacities, and there are no good grounds for 
supposing that it could be adequate to its problem. 

DIFFICULTIES WITH NATIVISM 

Pertinent objections may be pressed here against Chomsky, who has ar­
gued, along lines rather different from Fodor's, the empirical necessity of' 
conceding innate linguistic competence. By comj1ete11ce, Chomsky mean~ an 
innately organized, species-specific capacity to apply to some cognitivelv 
significant sector of behavior or discrimination (the functional parts 0 'r 
language or perception, say) a system of universal rules (a grammar or 
analogous regularities) that are not introspec~ively acc_essible (see Chomsky, 
1980). Clearly, competence is independent of, underlies, hut need never be 
manifested in any form of jH'1fonnana: the underlying rules of linguistic 
performance, for instance, may well constitute a different "pragmatic" 
competence. It is essential to Chomsky's view that the forms of (innate) 
competence are specialized in a modular, somewhat tasklike way and are 
not manifestations of a general (innate) intelligence. 

Here, in effect, Chomsky provides an extremely useful \\'av of' dis­
tinguishing between classical empiricism and rationalism. For u;ntrary to 
the impression conveyed by Locke's tabula rasa, empiricism is committed to 
some form of innate cognitive structure (some form of general intel­
ligence). Quine ( J 969) makes the same point quite tellingly: 
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• • • ~vhaten~r we mav make of Locke. the beha,·iorist is knowing-I\· and cheerfully up 
to l11s neck in innate mechanisms of learning-readiness. The ,·erv reinforcement 
and extinction of responses. so central to behaviorism, depends on prior in­
equalities in the suhject"s qualitati,·e spacing. so to speak. of stimulations .... 

The proper question regarding nati\'ism. then. concerns only thl' extl'11t and 
nature of the i111wte 111fflumis111s that go\'ern language acquisition (or percep­
tion or action or the like); the rule to be fa\'ored must be some version of 
parsimony since all rele\'ant arguments are inferences to the best explana­
tion (see Chomsky. 1967; Goodman, 1967; Putnam. 1967). 

Chomsky ( l 98(i) stresses that in his own \'iew. "the mind is a highly 
differentiated [ modular] structure, with quite distinct subsystems. If so, an 
understanding of the properties of one of these systems should not be 
expected to prm·ide the principles by which others are organized and func­
~ion" (p. 27). The point is that ff say, the underlying structure of language 
is biologically determined. then on the e\'id.ence of what would be required 
to account for its complexity. language (as well as other mental powers) 
would have to be a network of specialized competences. This explains part 
of Chomsky's resistance to Al modeling. which is more empiricist than 
rationalist and favors general intelligence over specialized (modular) com­
petences (Chomsky, 1979/1980; cf. Leiber. 1975). 

Difficulties abound. however. First, Chomsky has never provided a full 
account of the way in which a svstem of innate competences and successful 
performance actt;ally mesh. Gi~·en the nature of the argument, it is some­
what premature to denv the role of innate general intelligence or its bear­
ing on various sorts ci successful perforn;,mce. Second, there are those 
who argue, particularly with regard to language (conceivably. in a way that 
could be generalized}, that no grammar can be assigned as the grammar of 
a natural language (see Chomsky, 1977/1979; Harris, 1951/1961). But 
C!1<>msky is willi1~g to countenance a certain idealization here. consistent 
With the biological realism he advocates and consistent with his conviction 
that there is empirical evidence differentially favoring "specific theories of 
language universals" (Chomsky, I 980; cf. Stich, 1978). Third, it may be 
possible to argue, particularly with respect to language, that there may be 
sublinguistic competences important enough to account, together with in­
nate general intelligence, for the c01wergent patterns of natural language . 
. This last statement may seem a quibble. but what it shows is that conces­

~•ons to general intelligence go hand in hand with the thesis that language is 
m large part culturnll_v acquired. Since Chomsky himself stresses that the 
~mpirical evidence favoring innate competences lies with considerations 
hke that of "the poverty of the stimulus"-the remarkable speed, for in­
stance, with which children learn their languages from fragmented and 
even defective SJJecimens or the convercrence of the underlvino- crrammati-, b . i-, t, 

cal structure of all natural languages (partly idealized. possibly even an 
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artifact of theorizing about linguistic uniformities; Chomsky, 1979/ l 980)­
and that the evidence does not lie with fitting such competence dose!\' to 
the actual performances of native speakers, it proves to be quite difficult to 
construe the argument between Chomsky and his opponents as empirically 
straightforward. 

This difficulty does not seem to affect in the least, however, the empirical 
confirmation of particular regularities that Chomsky and his co-workers 
have affirmed. But on the question of sublinguistic competences, there is 
some quite curious evidence that distinctly nonlanguage-using animals, 
chinchillas, for instance, can be trained to differentiate specialized phonetic 
features of speech, to generalize over novel instances, and to demarcate 
speech stimuli (that do not rest on clearly demarcated acoustical segments) 
within the same range as humans (see Juhl & Miller, 1975; also, Liberman, 
l 967). This is no argument, of course, but it does show the plausibility of 
pursuing explanations substantially opposed to Chomsky's. Fourth, some 
will see in the very admission of linguistic rules an implicit concession, on 
Chomsky's part, of a form of general intelligence-rather along the lines, 
already noted, of Wittgenstein's way of connecting social practices and 
idealized rules. 

A deeper objection arises, however, possibly the must fundamental. as 
far as the empirical study of language and analogous systems is concerned. 
It questions the biological priority and autonomy of a universal grammar. 
and it lends substance to the smaller objections just tabulated. Chomskv 
himself ( 1977 /l 979; cf. Chomsky, 1957; .Jackendoff, 1972) formulates th~ 
difficulty in the most candid and compelling way: 

.•. linguistic theory (or "universal grammar") is ... a genetically determined 
property of the species: tl~e child does not lea1~n this tl_1eorr, \llll_ rath~r applies it in 
de\"elopmg knowledge of language .... [But _1fl nonhngu1st1c factors [must be in­
cluded in] grammar: beliefs, attitudes, etc., [th_1s would] amount to a rejection of the 
initial idealization to language, as an object_ of study_._ A priori. such a·mo,·e cannot 
be ruled out, but it must be empirically motivated. If It proves to he correct, I would 
conclude that language is a chaos that is not worth studying .... l'\ote that the 
questi~>n is not ,~heth_er belief or attitudes, and so on, pl,~y _a role in linguistic 
behanor or lingwstic _Judgments ... [but rather] whether d1st111ct cognitive struc­
~ures can be identified, ~vhich interact_ in the real use of languag: and linguistic 
_Judgments, the grammatJCal system bemg one of these (pp. 140, b2-I:'>~). 

In effect, if reference, speech ~ct contexts, non!inguistic factors of experi­
ence and behavior, social practices, and semant!C and pragmatic aspects of 
linguistic use essentially affect the development of the grammar of a natu­
ral language-if the "surface" and "deep" features of a language cannot be 
svstematicallv sorted to insure the independence of innate generative rules, 
~r if the svntactic dimension of language cannot be insured a measure of 
autonomy' relative to aspects of language clearly dependent on contingent 
learning, or if the systems of competence and performance cannot be 
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indepenclenth· sorted-then. in Chomsky's vie\\'. "language is a chaos." Of 
course. it \\·otdd not be a chaos. in the ob\·ious sense that it would remain 
sul~ject to empirical anahsis. But it \\'oulcl entail that the mind could not be 
a network of modular. genetically programmed competences of the sort 
Chomsk\· envisages: it \nndd entail the work of innate general intel­
ligence-and hence. of the social contingencies of language acquisition. 
And that \n>ulcl signih-. based on an argument provided shortly before. 
that language could not convincingh· be accounted for on nati\·ist or. more 
generalh·. on nwnitivist crrouncls. \ , r, M 

BEYOND COGNITIVISM 

\Ve are at the encl of the argument. nmr. having traced a succession of the 
principal conceptual strategies of cognitive psychology \,·ithin the Anglo­
American tradition. Thev have all been found serious!\' defecti\·e. If. then. 
in closing, we should at ieast consider some of the more promising direc­
tions psychological theon· mav be expected to pursue. however inchoate 
these may appear at the present time. it \,·ould be best to be brief. 'I\rn 
themes suggest themselves. One is the direct consequence of the inade­
quacy of cognitivism. namely. that there are no plausible or compelling 
grounds for postulating a psychologicallv imernalized S\'Stem capable of 
generating all the cognitiYel\' pertinent beh;l\·ior of human agents. The 
other identifies the single most salient feature of human intelligence and its 
scientific stud\', either neglected or positivelv opposed b\' the four move­
ments we ha\T been tracing. name!\', ,,·hat \\'e mav no\\' call the ro11sc11s11al 

nature of psYchologv and the so-cai°led human sci~nces (sociologv. linguis­
tics, art histon, and the like). The t\\'o are aclllalh· closeh· related and 
permit us to s1;ecify. quite economicalh·. anv numher.ofconc~ptual puzzles 
that a more adet1uate psvchologv may iJe ex.pected to resolve. One may \\'ell 
ask why these issues haYe not been systematically explored \\'ithin the phi­
losophy of psvchologv. if the\' are so readily mentioned. The simple ans\\'er 
seems lo be thal psvchology has long been in the thrall of explanatory 
models that systematically excluded them and that have sought LO confirm 
th_e adequan: of the methods of inquiry originally suited t~i the plwsical 
sciences. 

A few illustJ·ations of this Lendency related to the issues \\'e haYe already 
explored will orient us effecti\'ely. t'or example. in advancing his rather 
unusual version of nativism. Chomsky ( 1980) rejects in a telltale \\"ay \\'hat 
has been dubbed "the bifurcation thesis" (see Hockney. 1975). roughly, the 
thesis that there is a systematic methodological difference between the 
natural sciences and the so-called human sciences (intended to include 
linguistics and psychology). In opposing Piaget's vie\\' of cogniti\'e develop­
ment, Chomsky says ( I ~)79/ 1980): 
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It is a curiosity of our intellectual histor\' that cog-11i1in· st rtl<"I u1·es den·loped by the 
mind are gen~rally regarded and studi~d \·erv cliffere11tlv fr'.,111 _phvsical structures 
developed by the body. There is no reason whv a neutral sne1111s1, unencumbered 
by traditional doctrine, should adopt this \·iew. Rathe1·. he would. or should ap­
proach cognitive structures such as human lang-uag-e more or less as he would 
investigate an organ such as the eye or heart. .. (p. :~7). 

Certainly, it is most unusual to treat language as an organ system. We have 
absolutely no clear notion of how to studv the "development" or "evolu­
tion" of that organ in detailed genetic an~! physiological terms. Chomsky 
( 1980) intends in part to offer a basis for holding that "in certain funda­
mental respects we do not really learn language: rather. grammar grows in 
the mind" (p. 134). This, too, threatens to he a misleading metaphor. But 
what is more important is Chomsky's insistence that rhe human studies may 
not_ be significantly different, methodologically. from the physical a1~d bio­
log1cal sciences. However, if the force of the foregoing arguments 1s con­
ceded, Chomsky must be essentially mistaken: There i.1 a point to the bifur­
cation thesis, though to admit it is not to deny the continuity of th~ physical 
and human sciences in the analysis of what we have called mcarnate 
phenomena. 

The point is that at the level at which human psychology. human lan­
guage, and human culture are examined, the pertinent disciplines must be 
c~nsens~al in the conjoint sense: ( 1) that the distinctive phenomena in ques­
lion exist only insofar as a human community actually shares linguistic and 
cultural pr~ctices; (2) that those practices can.not be described or accounted 
for solely 1? terms of the infrapsychological powers of the aggregated 
m~m~~rs of such a community; and (3) that paradigmatically (at least), the 
s~ie~t~ftc obs~rvers of such phenomena are (and must be) themselves apt 
partIC~pa~ts m those same practices. In the physical sciences, although 
mvestigauon itself cannot fail to involve consensus, the (merely) physical 
world that we investigate is presumed to be a structured, causally effective 
wor!d-!a_cking intentional properties altogether-that exists i11dl'jJl'lulentl)' 0( 

our mqu~rzes. There is, however, nothing to explore in that emergent in~re­
ment of the world that language and human culture first make possible 
except what, as apt agents within a particular historical society, we both 
generate and observe-and understand in essentially the same way in those 
two roles. 

. The physical sciences must, of course, function consensually in formulat­
mg a _reasc~nably o~jective view of the physical world; but the domain to be 
~xplamed is conceded to exist independently of human inquiry itself. Co~1-

seq~ently, the physical sciences strive to reduce as far as possible the dis­
tortmg ~ole of our contingent cognitive interests. But the human sciences 
ca~not f~vor a comparable presupposition. Whatever ol~jectivity may be 
clannecl for them depends precisely on reducing the distortion of a consen­
sual and reflexive understanding of one's own culturally formed practices, 
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that is. of a domain that exists only as a s~·stem of consensual practices and 
the artifacts it generates. O~jecti\'ity, therefore. \\'ith respect to language 
and the culturally shaped mental life of human beings essentially depends 
on our acquiring a 11a/11ml aptitude both to observe and to generate the 
rele\',mt sons of beha\'ior. Here "natural" simply means what accords with 
that form of consensus-more or less in the Wittgensteinian sense already 
sketched-in \\'hich we first learn from infancy to behave conformably with 
practices already in place in a particular historical community, so that, 
graduall\'. we contribute spontaneously to the continuing evolution of 
those same practices. 

To attempt to describe in detail the full complexities of this phenomenon 
would require an entirelv fresh beginning. But if. for example, Chomsky 
were (and could be shown to be) mistaken in supposing that the grammar 
of a language Gill be prised apart from its semantic features-so that a 
genetic and biologically developmental account can be suitably given of 
that module of a language-and if he were mistaken in supposing that the 
grammatical and semantic features of a language can be prised apart from 
the entire range of nonlinguistic experience acquired contingently, di­
achronically, and variably, then the full import of insisting on the consen­
sual nature of the human sciences would be easily confirmed. Certainlv. the 
notion that language is essentially or primarily like an internal organ ~f the 
body would be exposed as the profoundly misleading image that it is. 

Viewed against the backdrop of the arguments and conceptual distinc­
tions already mustered, the consequences would be considerable. For ex­
ample, our theory of causality and of causal explanation would be seriously 
~dfected. \,Ve would have to concede (notably, against Davidson. 1970), that 
m the cultural context, causes could not be reduced physicalistically and 
could not always (or even characteristically) be identified in an exten­
sionally reliable way, as by correlating incarnate causes with the regularities 
of the phvsical events in which they were incarnated. Thus, an action of 
insulting :mother is a culturally distinctive activity normally acknowledged 
to have causal significance. Yet there is no obvious way in which to identify 
acts of insulting, in physically regularized respects; there seems to be no 
way in which such acts can be specified at all, except intensionally. But it is a 
familiar canon of causal theory that causal contexts invariably behave ex­
tensionally. If, furthermore, singular causes can be recognized as such (as 
most discussants admit), without reference to the causal laws they are sup­
posed to instantiate. and if they can be specified only intensionally, it be­
comes problematic (again, contra Davidson) whether all causal relations are 
and must be lawlike: The regularities of a certain society's practice of 
insulting may well be perceptible; but it hardly follows that such reg­
ularities would ever yield causal laws, simply because they would them­
selves be seen as causally shaped and altered (in ways specifiable only 
intensionally) within the developing history of that same society. In short, 
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the uniformities of culturally specific causes might he (intensionally) for­
mulated only as "covering institutions" rather than (extensionally) as cover­
ing laws (see Margolis, 1983; cf. Beauchamp & Rosenberg. 1981 ). 

Institutions-practices, traditions, and the like-seem to ha\"e 1he pecu­
liar property, first of all, that unlike causal laws, they are themselve~ tl~e 
result of causal forces; second, that they afford sufficient regulari1y. w1thm 
given social and historical contexts, so that particular behavior and work 
can be causally explained by reference to them; and third, that if our 
earlier arguments about the irreducibility of the intentional and intensional 
features of human life are sustained, there is no methodologically viable 
alternative to such explanation. This would lead to quite heterodox ,·iews 
of the scientific status of psychology and the other human disciplines, or 
else to the denial that they were sciences at all. But, in contrast to Chomsky, 
the bifurcation thesis would be vindicated. 

Consider another illustration. The Danish theorist of language, Louis 
Hjelmslev ( 1943/ I 96 I) maintains that "A Jniori it would seem to be a gener­
ally valid thesis that for every process there is a corresponding s_,·stem, by 
which the process can be analyzed and described by means of a limited 
number of premises" (p. 9). In a way not unlike that in which (as we have 
seen) Putnam regards everything as a probabilistic automaton under some 
description, Hjelmslev believes that "a general and exhaustive calculus of 
the possible combinations" of some limited number of elements could be 
constructed for every system, so that all the events internal to that system 
could be "foreseen and the conditions for their realization established." 
The result, he thinks, would be "a systematic, exact, and generalizing 
science." 

Hjelmslev's thesis is a classic version of what is now termed strurt11mlis111, 
of which cognitivism may now be regarded as that version restricted to 
infrapsychological systems. Two important qualifications of H_jelmslev's 
thesis deserve to be noted. First, systems formulated in the manner he 
details need not be infrapsychological or exclusi\"ely infrapsychological; 
they mav, for instance, be social. Very much in Saussure's sense (already 
noted), Hjelmslev treats language as a system successfully used by an enti~·e 
society rather than merely as infrapsychologically generated. Second, Ill 

Hjelmslev's view, such a system would probably be "arbitrary" (since there 
may be many alternative theories of what such a system could be like 
relative to a set of generated practices, and since such theories need not be 
construed as postulating real psychological or social processes); it would 
also be "appropriate" (since such theories would facilitate empirically test­
able claims). 

In effect, what Hjelmslev's th~sis shows is, first, that even if there were a 
representational mechanism of some sort that could generate all cog­
nitively significant behavior (in th~ way Fodor and Dennett rather differ­
ently suppose), the mechanism might be "internalized" only socially; and 
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second. that to construe beha\'ior as cogniti\'ely significant only relative to 
such a representational mechanism (a grammar or a set of social institu­
tions or the like) would not commit one to the actual existence of such a 
mechanism. It would be entirely possible that only part of such a mecha­
nism would have to be realized infrapsychologically. that systemlike, partial 
schemata of 1-Ijelmslev·s sort may be (and may need to be) imposed both 
prospecti\'ely and retrospectively i11 i1111'1jHeti11g the cognitii•e im/Jort of particu­
lar age11ts' heha,•ior. This concept would fit very well. for instance, with the 
consensual nature of social existence that (as we saw) Wittgenstein empha­
sizes. The schemata in question might. then, be relatively incomplete, di­
vergent or convergent within tolerable limits relative to a finite run of 
actual behavior. cliachronically replaced in accordance with shifting per­
ceptions of shifting patterns of behavior. and compatible with improvisa­
tions consensually tolerated by the members of a particular society. In 
short, Hjelmsle\''s structuralism shows (against its own intent) the co­
herence of accounting for cognitively significant "processes" without an 
underlying total "system." 

Two further consequences follow. For one, it cannot be necessary that 
the generative "system" ascribed to apt agents at the moment of their 
behaving one way or another be the same as the "system" ascribed any 
agent (the same or another) who may be said to understand or interpret the 
import of that same behavior. Second, although the mental must be incar­
n'.1tec.l, ascriptions of intentional import to particular actions need not be 
?1st~·i!rntively assigned incarnating neurophysiological states; they may _be 
Jt1st1hecl solely by reference to the holistic requirements of some generauve 
model of rationality. For example. young children, in the process of firSt 
learning their native tongue, utter what is not explicitly a complete se~­
tence but which. in context. mav be fairlv understood in a variety of plausi­
ble ways (" 'nana." say, pointing' with son~e excitement to a banana). Consid­
er, then, that discourse and behavior of a distinctly improvisational sort at 
any stagr in the mastery of' social practices will exhibit these same features. So 
seen, cognitive phenomena are probably rarely cognitivistic (in the full ~ens~ 
examined), but are more nearly rng11igno111ic (in the sense that t~ey JUSll­
fiably invite interpretation in accordance with the practices of a ~~Ciety) and 
cog·nig('11.ic (in the sense that they issue from the exercise of cogmuve powe~·s 
and invite cognitively pertinent responses). The human sciences, then, will 
exhibit a strongly interpretive tendency, tolerant, within somewhat gener­
?us limits, of alternative, diachronically shifting, approximately _compl~t~, 
idealized generative systems. Here, again, the contrast featured 111 the bi­
furcation thesis" proves well-nigh impossible to deny. . . 

Notice that it is the demonstrated weaknesses of the principal theones of 
cognitive psychology that have driven us to concede that the human sci­
ences-psychology ;md the social and cultural disciplines-may we_ll be 
significantly different from the physical sciences. both methodologically 
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and ontologically. Language appears to be rni ge~1nis; essential t_o the ;_1nual 
aptitudes of human beings; irreducible to physical 1~rocesses; m~xphc;'.ble 
solely infrapsychologically; real only as embedded ~n the prat:tKes ol an 
historical society; identifiable consensually or only m terms that presup­
pose consensual practices linking observer _and obser\"ecl; i1~sep,~r;'.hle as fa_r 
as meaning is concerned from the changmg, no\"el, nonlmgu1st1c experi­
ence of a people; incapable of being formulated as a closed system of rules: 
subject always to the need for improvisational interpretation and. there­
fore, subject also to ineliminable psychological indeterminacies regarding 
intention and action. These features of language infect all distinctly human 
aptitudes, since the latter are "lingual" even where they are not narrowly 
linguistic-that is, insofar as, like waging war, dancing, and building 
bridges, they are aptitudes that presuppose linguistic ability (Ricoeur, 
1981). 

What is most remarkable about them is that, once mentioned, they im­
press us as either strongly plausible or reasonably settled or, at the \'ery 
least, as important possibilities that we cannotjustitiably ignore. J\:everthe­
less, as a review of the foregoing arguments confirms, they are features 
that have been all but neglected by the dominant movements of the philos­
ophy of psychology in the Anglo-American tradition. We must realize. 
therefore, that the upshot of our analysis, if it were strongly supported by 
independent investigators, would be to invite a quite radical departure in 
the conceptual orientation of empirical psychology itself. 

There is in fact one very large thesis, increasingly salient in the social and 
cultural disciplines but hardly acknowledged at all in the psychological 
literature, that collects in a powerfully unified way all the features of lin­
guistic and lingual phenomena that have just been mentioned. That is the 
thesis that the emerging forms of human consciousness are ineliminahl\' 
Jmrxical, that is, causally grounded in and reflecting the historically chang­
ing and evolving activities of socially organized labor. The doctrine is classi­
cally linked with Marx's Theses on Feuerbach; but, as in the influential theo­
ries of Heidegger ( l 96211977) and Dewey ( 1917), it is reasonablv dear both 
that social praxis need not take an exclusively Marxist form a1,1Cl that it is 
itself a decidedly problematic concept. The point of pressing the praxical 
theme here is simply to show how readily the conceptual thrust of the 
entire tradition we have examined could be quite radicallv-and prom­
isingly-altered; and how, in adjusting the tradition thus, "'.e should then 
have to consider, within the scope of psychological theory, the full implica­
tions of treating human nature as open to fundamental processes of histor­
ical change. That idea-that inquiry into human psychology is itself sul~ject 
to the organizing conceptual constraints of praxically different historically 
contexts not always, be it noted, open to ready identification by those who 
are then inquiring-is surely both the most radical and the least examined 
possibility affecting the status of psychology as a science. 
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\\'e cannot. here, pursue these da\\·ning possibilities. They are offered 
more in the spirit of prospects largelv m·erlookecl than of findings con­
finned. l\:evenheless. the mere coherence and promise of these neglected 
options shm,·. once the difficulties of the four principal movements of 
cognitive theory be conceded, that psvchology may well be inseparable 
from the social and historical sciences and much more akin to such in­
terpretive disciplines as, sav. literarv criticism than could be admitted by 
those attracted to the canons of the unitv of science program. In any event. 
these possibilities emerge in a noticeablv natural way from a close examina­
tion of the claims of the principal theories of our own day. 



References 

ALBRITTor-;, R. On Wittgenstein's use of the term "criterion." .f 011mal of Philo.rn/Jhy. 
1959, 56. 

APEL, K.-O. The transformation of philoso/Jh)'. G. Adey & D. Frisby, trans. London: 
Routledge & Kegan Paul, 1972/ l 980. 

ARMSTRor-;c;, D. M. Bodily sensations. London: Routledge & Kegan Paul. 1962. 

ARJ\ISTROM;, D. M. A materialist the01)' of thr mind. London: Routledge & Kegan 
Paul, 1968. 

ARMSTRO!';(;, D. M. Brlirj; truth and lrnowlnlge. Cambridge, England: Cambridge 
University Press, 1973. 

BEAUCHAMP, T. L., & RoSE!'\BERG, A. Hume and the f1roblem of ra11.rntio11. New York: 
Oxford University Press, 1981. • 

BLOCK, N. Troubles with functionalism. In C. W. Savage (Ed.), ,\Ii11111,.rnta Sturlir•s in 
the Philosophy of Science (Vol. 9). Minneapolis: University of Minnesota Press, 
1978. 

BLOCK, N. Psychologism and behaviorism. Philosophical Rn.1i1'w, 1981, 90. 

BLOCK, N., & FoooR, J. A. What psychological states are not. Philo.10/1hical Rl'1 1ir•u•, 
1972, 81. 

Bom:r,.;, M.A. Pu1posh•1' exf1lanation in f1syclwlogJ. Cambridge, l\fass.: Harvard Uni­
versity Press, 1972. 

Bom-::--, M.A. Artificial intelligence and natural man. New York: Basic Books, 1977. 

Boca:!\:, J. E. The other side of the brain I: Dysgraphia and dyscopia following 
cerebral commissurotomy. Bulletins of the Los Angeles Neurological Socil'I)', 1969.3-1. 
(a) 

92 



References 93 

Boc;1-::,.;, .J. E. The other side of 1he brain II: An apposi1ional mind. Bulletins of thl' 
Lo.1 A11gl'fr.1 .\'t'llrolo1-;irnl Society. l 9li~l. 3-1. (b) 

Bot'RIHH', J>. 011tli11I' o( a th1•ory of Jm1ctiCI'. R. Nice, trans. Cambridge, England: 
Cambridge L ni,·ersitv Press, 1972/1977. 

BR.-\'.':l>T, R .. & Kn1 . .J. The logic of 1he identity theory.journal of Philosophy, 1967, 
6-1. 

BR!·Sl.\'.':O. F. The distinction between mental and physical phenomena. In 0. 
Kraus (Eel.). Ps_yr/wlogJ jrom a11 1'111pirical standpoint (English edition, Ed. L. L. 
l\k:\lister). London: Routledge & Kegan Paul, 1874/1973. 

BtHl.-\ll, C. D. T/11• 111i11d and it.1 jJ/acc in natun·. London: Routledge & Kegan Paul, 
192:1. 

BR<>lllll•:c:K. 1\1. l\le111al and plH'sical: Identity versus sameness. In P. K. Feyerabend 
& G. l\laxwcll (Eds.), ,\find, ma/In. a11d 1111'/hod. Minneapolis: L'niversity of Min­
nesota Press. I 961i. 

B1u-:-.;i-:R, .J. S .. GooD:-.;m,·. J. .J.. & At·s.-1:--, G. :\. A study o( thi11'1i11g. New York: 
"Wiley, 1%1i. 

C\R:-:.\1', R. T/11• unity of .1ci1•11l"I'. 1\1. Black. trans. London: Kegan Paul, 1931/1934. 

C.-\R1'.-\I', R. TIii' logirnl s_yntax ,f /(1111-;1wg,·. New York: Harcourt, Brace, 1937. 

CAR:'\:\I', R. Psychology in physical language. G. Schick, trans. In A. J. Ayer (Ed.), 
LogiC<i/ /m1ilii•i.1111. Glencoe. Ill.: Free Press. l 9:12- l 9'.l3/l 959. 

CAt•si-:Y, R. L. L"nity o( .1ci1•nn•. Dordrecht. Holland: Reidel. 1977. 

C1-11s1101.:--.1, R. 1\1. Pcrl"l'h•ing. Ithaca. N .\'.: Cornell L'ni,·ersity Press. 1957. 

C1-11s1-101.:-.1. R. M. T/1('(W)' of /111ow!Nlg1·. Englewood Cliffs. KJ.: Prentice-Hall, 
1%6/1976. 

C1-10:-.1sKY, N. Sy11ta<"lic strnclul"l's. The Hague: Mouton, 1957. 

C110!\1SK\', N. Review of B. F. Skinner. \'nbal b1•hm•ior. Languagl', 1959, 35. 
C1tO!\ISK\'. N. Cartnia11 li11g11istics. New York: Harper & Row. 1966. 

CHO!\ISK\', N. Recent contributions to the theorv of innate ideas. Sy1thl'.H'. 1967, 17. 

C110:-.1sK \'. N. l.a11g11aw· mu! r1•.1/J0nsibilit_,· . .J. Vie rte I. trans. New York: Pantheon, 
1977/ 1979. 

C1-10:-.1sK \'. 1':. On co~nitive structures and their de,·elopment: A reply to Piaget. In 
M. Piattelli-Palmarini (Ed.). La1w11acre and /l'{mlincr: TIii' dl'bate bel1l't'e11 jl'lln Piaget 

h h h 

and .\'0(1111 Cho111slly. Cambridge, l\lass.: Har\'ard l'niversity Press. 1979/ l 980. 

C!-IO!\ISK\', N. R 11/es and n'/Jrl'St'lllations. New York: Columbia Cni,·ersitv Press, 1980. 

C1-11·Rct-lL\i'\D, P. !'vi. Plasticity: Conceptual and neuronal. Bl'lwvioml and Brain Sci-
mces, 198(), ] . 

CoRi'\!\IAN, .J. The identity of mind and bocly.Joumal of Philosophy, 1962. 59. (a) 

COR1':\IA:'\, J. Intentionality and intensionalitv. Philosophical Quartnly. 1962, 12. (b) 

CoRN!\tA:--, .J. Mental terms, theoretical terms. and materialism. Philoso/Jh_y ,f Science. 
1%8, 34. (a) 

CoRNl\lA:'\, J. On the elimination of "sensations'' and sensations. Review of Meta­
jJhysics, 1968, 20. (b) 

D,wmsol':, D. Causal relations . .Jounza/ of Philosophy. 1967, 64. (a) 



94 
References 

DAvmso:-;, D. Truth and meaning. Sy11thl'.11', 19117. 17. (h) 
DAvmso:-;, D. i'vlental nents. In L. Foster & .J. \\'. S\\'anson (Eds.), /:"."o;jJl'l·i1'11c1' & 

theon•. Amherst: U ni,·ersitv of Massachusetts Press. 1970. 
DAvm-so:-;, D. Agency. In R.· Binkley et al. (Eds.). Agl'llt, 1trtion. mu/ l'!'a.ion. Toronto: 

University of Toronto Press, l 971. 
DAVIDSON, D. Thought and talk. In S. Gunenplan (Eel.), ,\lint! and la 11guagi'. New 

York: Oxford Cni\'ersitv Press, 1975. 
DAWK1:-;s, R. The selfish ge~ze. New York: Oxford Cni,·ersi1y Press, 19711. 

DENNET!", D. C. Content and rnnsciousness. London: Routledge & Kegan Paul, 1969. 

DE1'NETT, D. C. Intentional systems. Journal 1if Philo.1oplry. 1 \171. 68. 
DEN1'E1T, D. C. Reply to Arbib and Gunderson. Rrai11.1ton11.1. !\lontgomery, Vt.: 

Bradford Books, l 972/ l 978. 
DE!'.?,;ETr, D. C. A cure for the common code~ Rrai111ton11.1. Montgomery, Vt.: 

Bradford Books, l 97711978. 
DE.1':-;ETT, D. C. Artificial intelligence as philosophy and as psych_olog?·· In M. 

Ringle (Ed.), Philoso/Jhical perspectives in artificial intc,fligr11CI'. A1lanuc Highlands, 
N.J.: Humanities Press, 1978. (a) 

DEN~n-r, D. C. Toward a cognitive theory of consciousness. In C. W. S,n,:age ~Ed.),_ 
Mmnesota Studies in the Philosoph)' uf Scienct' (Vol. 9). Minneapolis: C111vers1ty of 
Minnesota Press, 1978. (b) 

DEWEY, J. The need for a recovery of philosophy. In .J. Dewey el al., Crn1th•1' 

intelligence: Essays in the JJragmatic attitude. New York: Henry Holt, 191i. 

DRE\'FL'S, H. L. \Vhat computers can't do (Re\'. eel.). !\ew York: Harper & Row, 
1972/ l 979. 

Eccu:s,J. C. Facingreality.1'iew York: Springer-Verlag, 1970. 
ESTES, W. K. Stimulus-response theory of drive. In M. R . .Jones (Ed.), Nebraska 

Symposium on Motivation. Lincoln: university of Nebraska Press. 1958. 
EYAI\S, G., & McDowEu., J. (Ens.). Trnth and meaning. Oxford, England: Claren­

don, 1976. 

FAHLl\L\1', S. E. ,\'ETL: A .1ystem for re/n-esenti11g and using rNd-H•t11-ld lmowft>dgl'. 
Cambridge, Mass.: MIT Press, 1·979. ' 

FE1<;E!',BAn,1, E. A., & FEL.DMAr-;, J. (Ens.). Comfmtns and t/11111ght. New York: 
McGraw-Hill, l 963. • 

Fu<a., H. The "mental" and the "/Jh)•sicaf'': The essa,· and a po.1t.1aipt. Minneapolis: 
L'niversity of Minnesota Press, 1958/1967. -

FEYERABE:S:D, P. Materialism and the mind-body problem. Revfrw 1if' Metaphysics, 
1963, 17. (a) 

FEYERAln::-;n, P. Mental events and the brain. Ju11mal of Philo.rn/Jh_v. 196:3, 60. (b) 

FF.YERABF.:S:D, P. Agaimt 1111'1/wd. London: NLB, 1975. 

Fo1>0R, .J. A. P.1_)'clwlogical exjJ/a11atio11. New York: Random House, 1968. 

FonoR, .J. A. The language of thought. r-.:ew York: Crowell, l 975. 

FonoR, .J. A. On the impossibility of acquiring "more powerful" structures. In M. 
Piattelli-Palmarini (Ed.), Langzwge and /eaming: Thr debate betw1'1'11]ean Piagl'I and 
Xoam Clw111.1/1y. Cambrid!{e, Mass.: Harvard U niversi1y Press, I 979/ l 980. 



References 95 

F!·ll.1.ESll.\l., D. 1-lussed's noLion of noema . .Jou ma/ of Philosophy. 1969, 66. 

FRI-:L"ll. S. l'rc*'c:l for a scien1ilic psychology. In The standard edition of the co111pll'l1' 
jJ.1_w-/wlogirnl 11•ork1 o/ Sig111wu/ Freud (\' ol. 1, 1886-1899). J. Stracl1ey et al.. trans. 
London: Hogar1h Pn·ss and Lhe lnstitule of Psycho-analysis, 1895/1966. 

FRI-Tll, S. Thi' 1·g11 and th1· id . .J. RiYiere. Lrans.; re\'. J. Strachey. New York: Norton, 
1923/1%2. 

G.-\D.-\:0-IER, H.-(~. Tmth and 1111'/lwd. G. Barden & J. Cumming, trans. from 2nd ed. 
New York: Seabury Press. 1960/1975. 

G.-,zz.,:s.;1<;.\, 1\1. S. (Ell.). Ham/booh o{ behm•ioml nt'llrobiology (Vol. 2). New York: 
Plenum, 1979. 

GEACH, P. T. ,\frntal arts. London: Routledge & Kegan Paul, 1957. 

Gmso:-:, E . .J .. & W.-\1.K, R. D. The Yisual cliff. Sril'lltific Amaican, 1960. 202. 
Gmso;,.; . .J . .J. Tiu· s1'11St'.1 rn11.1iderNI as p1·rrcpt11al .1Jsl1•111s. BosLOn: Hougluon Mifflin, 

1966. 

Gmso:-.: . .J . .J. The 1•rnlogirnl a/Jjmiarh to Pi.ma/ /Jnre/Jlion. Boston: Houghton Mifflin, 
1979. 

Goom1.-,:-:, N. Tiu· strnrlul"I' o(ajJ/H'a1m1rt• (2nd ed.). Indianapolis, Ind.: Bobbs-Mer­
rill, 195 l I l %G. 

Goolll\1.-\N, N. Fact,.firtio11. wulforl'rnsl (2nd ed.). Indianapolis. Ind.: Bobbs-Merrill, 
1955/ 1965. 

Coonl\I.-\N, N. The epistemological argument. S_w1thest', 1967, 17. 

G1u:c;oR\', R. L. l~y1' and brain. New York: McGraw-Hill. 1966. 

HAC:KINc;, I. Wh_,. do1's language ma/la tu philuso/Jhy? Cambridge, England: Cam­
bridge University Press, 1975. 

l-1.-\1.llANE, E. S., & Ross, G.T.R. (TRANS.). Tiu• /Jhilosophical works of Desrnr/i's (corr. 
ed.). Cambridge, England: Cambridge Uni\'ersity Press, 191 l-1912/1934. 

H.-\l\11.\':s.;, D. \\'. Ex/1ni1•11r1· and th1• grm1•th of u11di•nlrmdi11g. London: Routledge & 
Kegan Paul, 1978. 

I-I.-\Rl\1.-\N, G. Thought. P1·inceton, N.J.: Princeton University Press, 1973. 

HARRIS, Z. S. Stmrl11ml li11g11istics. Chicago: University of Chicago Press, 195 l/ 
1961. 

I-IAt'<a-:1.A:-.:1>, .J. The nature and plausibility of cognitivism. Beluwioral and Brain 
Srima.\, 1978, I. 

HAt•ca-:1.A;,.;1>, J. The nature and plausibility of cognitivism-Author's response. Be­
luwiuml and Brain Sciences, 1979, 2. 

HEIIH-:c;ca•:R, M. The question concerning technology. In The question concerning tech­
nology and other t'ssa_l'S, \V. Lovitt, trans. New York: Harper & Row. 1962/1977. 

H1u;.-\Rll, E. R. Toward a neo-dissociative theory: Multiple cognitiYe controls in 
human functioning. Pns/H'clil•es in Biology and 1\0lediri11t', 1974, 17. 

l-111.c;,\RD, E. R. Dil'idnl rnmriou.rness. New York: Wiley, 1977. 

H1u;,\R1>, E. R .. & Bm,'ER. G. H. Theories of ll'arning (4th ed.). Englewood Cliffs, 
N.J.: Prentice-Hall, 1975. 

HJEDISI.E\', L. Prolegomena lo a theo0· of language (Rev. ed.). F. J. Whitfield, trans. 
Madison: University of Wisconsin Press, 1943/1961. 



References 96 

HocKKEY, D. The bifurcation of scientific theories and indeterminacv ol' transla­
tion. Philosophy of Science, 1975, 42. 

HOFSTADTER, D. R., & DEi\KETI', D. C. (Ens.). The mind's I: Fa11/a.1ie.1 and njlt>ctions 
on self and soul. New York: Basic Books, 1982. 

Hou·, E. B. Animal drive and the learning j}l'ocess. New York: Holt, Rinehart & 
Winston, 1931. 

HULL, C. L. PrincijJles of behavior. New York: Appleton-Century-Crofts, 1943. 

HUSSERL, E. Ideas: General introduction to jmre phenomenology. W.R.B. Gibson, trans. 
New York: Macmillan, 1931. 

IKHELDER, B., & PI,\C;ET, J. The growth of logical thinkingji'/1111 childhood lo adolt'.fft'IICI'. 
A. Parsons & S. Milgram, trans. New York: Basic Books, 1955/1958. 

JACKEKDOFF, R. S. Semantic i11te1j}l'e/ation i11 generative grammar. Cambridge, l\Iass.: 
MIT Press, 1972. 

JUHL, P. K., & MILLER, J. D. Speech perception by the chinchilla: Voiced-voiceless 
distinction in aveolar plosive consonants. Science, 1975, 190. 

KAUFMAK, A. S. Behaviorism. In P. Edwards (Ed.), The encycloj}l'{lia of /1hilosophy 
(Vol. 1). New York: Macmillan, 1967. 

KEKKY, A. Action, emotion and will. London: Routledge & Kegan Paul, 1963. 

KORr-:rn, S. Exj1erie11ce and theory. London: Routledge & Kegan Paul, 1966. 

Ku Hr-:, T. S. The structure of scientific revolutions (2nd ed. en!.). Chicago: University of 
Chicago Press, 1962/ l 970. ' 

KuHr-:, T. S. The essential tension. Chicago: University of Chicago Press, 1977. 

LACEY, H. The scientific study of linguistic behavior: A perspective on the Skin­
ner-Chomsky controversy . .Journal for the Theo,y of Social Behavior, 1974, 4. 

LACEY, H. Skinner on the prediction and control of behavior. Theorv and Derision, 
1978, ]()_ • 

L\~ATC_)S, I. The methodology of scientific research programmes. In J. Worrall & (~. 
Curne (Eds.), Philosof1hical j1apers (Vol. l). Cambridge, England: Cambridge U111-
versity Press, 1978. 

LEIBER, J. Noam Chomsky: A philosophical overview. New York: St. Martin's Press, 
1975. 

LEVIK, M. E. MetajJhysics and the mind-body jnoblem. Oxford, England: Clarendon, 
1979. 

LEWIS, D. K. An argument for the identity theory . .Jounwl of Philoso/1hy, 1966, 63 · 

LIBERMAK, A. M. ET AL Perception of the speech code. Psycholocriral Rt',,iew, 1967, 
74. • ,.., 

LOREKZ, K. Studies in animal and human behavior (2 vols.). R. Martin, trans. Cam­
bridge, Mass.: Harvard University Press, 1970. 

M,\LCOI.M, N. Wittgenstein's Philosoj1hical investigations. Philo.wjJhical Rn1iew. 1954, 
63. 

MAI.C:OI.1\1, N. Behaviorism as a philosophy of psychology. In T. W. Wann (Ed.), 
Behaviorism and phenomenolof!J: Contrasting bases jiJI' modern psychology. Chicago: 
Cniversity of Chicago Press, 1964. 



References 97 

M.-\1.COl.'.\I, N. Thoughtless brutes. Procadi11gs and Addresses of the Aml'rican Philo­
so/1hical i\ssocialio11 ( 1972-7'.1), I 973, ./6. 

MAR(;ous, J. Arguments with intensional and extensional features. So11thnn Jour-
1wl of Philosophy, 1977, 15. (a) 

M.-\R(;ous, .J. The stubborn opacity of belief contexts. Th1•oria, I 977, .JJ. (b) 

MAR<;ous, .J. Pnscms a11d 111i11ds. Dordrecht, Holland: Reidel, 1978. (a) 

MARCOI.IS, .J. Reconciling Freud's Scientific project and psychoanalysis. In H. T. 
Engelhardt, .Jr. & D. Callahan (Eels.), Morals, science and sociality (Thi' jiJ1111dalions of 
ethics and its rl'lationshi/1 lo science) (Vol. III). Hastings-on-Hudson, N .Y.: The 
Hastings Center, 1978. (b) 

M,\R<;ous, .J. Ari a11d j1hilo.rn/1hy. Atlantic Highlands, N.J.: Humanities Press, 1980. 

M.-\R(;ous, J. C11l/1tr1' a11d wlt11ral n1lilies: Toward a new 1111ity of sciencl'. Dordrecht, 
Holland: Reidel, 1983. 

McCARTHY, J. Ascribing mental qualities to machines. In l\L Ringle (Ed.), Philo­
so/1hical pnspecli11es i11 artificial intelligence. Atlantic Highlands, N .J .: Humanities 
Press, 1979. 

McDou<;ALL, W. Modern materialism. Bl'drock, 1913, 2. 
McL1-:1.1.AK, D. Karl Mm-x: S1•/ec/1'(/ writings. London: Oxford University Press. 1977. 

MEEHi., P. E., & Su.LARS, W. The concept of emergence. In H. Feig! & 1\1. Scri\·en 
(Eels.), Mi1111esola Studil's in the Philusophy of Sci1•1w· (Vol. l). Minneapolis: Uni\'er­
sity of Minnesota Press, 1956. 

MEILAKD, .J. W. Thi• 11at1m' of intention. London: Methuen, 1970. 

MIKSKY, M. (En.). Semantic i11Jim11atio11 proassi11g. Cambridge, Mass.: MIT Press. 
1968. 

MISCHEL, T. Psychological explanations and their vicissitudes. In W. J. Arnold 
(Ed.), Nebraska Sy111/1osi11111 011 Motivatio11 (Vol. 25). Lincoln: University of Nebraska 
Press, 1975. 

MoKOD, J. Cha11c1' and 111•c1•.uit)'. A. \,Vainhouse, trans. New York: Random House. 
1970/1971. • 

MooRE, J., & NEWELL, A. How can MERLIN understand? In L. V,1• Gregg (Ed.). 
Knowledgl' and cog11itio11. Baltimore, Md.: Lawrence Erlbaum, 1974. 

NA<;u., T. Physicalism. Philoso/1hical Rn 1iew, I 965, 74. 
NELSON, R . .J. Behaviorism is false.journal of Philosophy, 1969, 66. 

NEURATl-l, 0. ET AL (Ens.). Jntnnational encyclopedia of unified scie11Cf (Vols. 1-2). 
Chicago: University of Chicago Press, 1938. 

NEWELL, A. Computer science as empirical inquiry: Symbols and search. Co11111111-
nicatio11.1· of the Association jiff Co111fmli11g Machi11e1y, I 976, 19. 

NEWELL, A., & SIMON, H. A. H11111a11 /nob/em soh•i11g. Englewood Cliffs, N.J.: Pren­
tice-Hall, 1972. 

OPPENI-IEII\I, P., & PL1TK.-\I\I, H. Unitv of science as a working hypothesis. In H. 
Feig! et al. (Eds.), Minnesota Studi~s i11 the Philosophy of Science (Vol. 2). l\lin­
neapolis: University of Minnesota Press, I 958. 

PAVLO\', I. P. C1111ditio11ed r1jlexes. G. V. Anrep, trans. London: Humphrey Milford. 
1927. 



References 
98 

PAVLOV, 1. P. Lectures 011 wnditio11ed njlt•x1'.1. \\'. H. (;ranll. 1ra11s. :\ew York: Inter­
national Publishers, I 928. 

PENFIELD, W. Speech, perception and the uncommi1tecl cortex. l11 .J. C. Ecdes 
(Ed.), Brain and comcio11.1 ex/Jeriena. New York: Sp1·i11ger- \" erlag. I \Hi:>. 

P1Ac.a:T, J. Structuralism. C. ~laschler, trans. New York: Basic Books. l\Hi8/19i0. 

PJACET, J. The psychogenesis of knowledge and its epistemological sig11ilicanc~. In 
M. Piattelli-Palmarini (Ed.), Language and ln1rni11g: The del}(//t' lll'li1'1'1'11J 1'<111 Pwgl't 
and Noam Clwmshy. Cambridge, Mass.: Harvard Cniversitv Pn·ss. 1 \I 1\1/1980. 

PlATTELL.I-PALl\lARll'-1, M. (En.). Lmiguagt' and learning: T/11• 1frl11'.t1· fll'lit•1·1·11 .Ji·an 
Piaget and Noam C/wmshy. Cambridge, ~lass.: 1-lan·arcl L" 11in·rs11 v Press. I 980. 

PITCHER, G. ;\ theory of/Jerception. Princeton, N.J.: Princeton Cnin·rsit,· Press, I9il. 

POI.YAK, S. L. The retina. Chicago: University of Chicag-o Press. 1 \l-11. _. 
PREMACK, D. Intelligence in a/Je and man. Hillsdale, N.J.: Lawrence Erlhaum. 19 ,b. 

PUTNAM, H. Men and machines. In S. Hook (Eel.), /Ji111t'll.1io11.1 of 111i11d. New York: 
New York University Press, 1960. 

PUTNAM, H. "The innateness hypothesis" and explanatory models in linguiStics. 
Synthese, 1967, Ji. 

PUTNAM, H. The mental life of some machines. In Philo.10/Jhiml /)1/Ju·n (Vol. 2)­
Cambridge, England: Cambridge University Press, !967/l\l7:i. (a) 

Ptn.·~AM, H. The nature of mental states. In Philo.10/Jhiml p11/Jn., (\'ol. '.!). Cam­
bndge, England: Cambridge University Press, I 967 /l 97:·>. (h) 

PUTNAM, H. Logical positivism and the philosophy of mind. In l'. ,\chinst~in ~ ~­
Bar~er (Eds.), The legacy of logical fmsitivism. Baltimore, Md.: .Johns Hopkms Lm­
vers1ty Press, 1969. 

PL':rNAM, H. The meaning of "meaning." In K. Gunderson (Eel.). Mi11 111'.iola S/udi,·.1 
m ~1: PhilosojJhy of Science (Vol. 7). Minneapolis: Uni,·ersi1,· of Minnesota Press. 
191 :). 

Pt•1TNAM, H. Meaning and the mom/ scil'llce.1. London: Routledge & Kegan Paul. 
978. 

PYl.YSH:N, Z. W. Complexity and the study of artificial and human intelligence_- In 
M. Ringle (Ed.), Philosophical persfJectives 011 artificial i11l<'llign1ff. Atlantic High­
lands, N .J.: Humanities Press, I 978. 

Pvt.~'SHYN, Z. W. Computation and cognition: Issues in the foundation of cogniti\"e 
_science. Behavioral and Brain Sciences. 1980, J. 

Qt'INE, W. V. Two dogmas of empiricism. In From a logical f}()i11t of11inl'. Cambridge. 
Mass.: Harvard University Press, 1953. 

Qt·l-.:E, W. V. Word and object. Cambridge, Mass.: MIT Press, 1960. 

Qt'l"-E, W. V. Linguistics and philosophy. In S. Hook (Ed.), L1111g11ag1· a11d phi/oso­
jJ/z_\'. New York: New York University Press, 196\J. 

RJCOEl'R, P. Hnmmeutio and th<' human sciencl'.\. J. B. Thompson, Eel. and trans. 
Cambridge, England: Cambridge University Press, 1981. 

R<>RTY, R. Mind-body identity, privacy, and categories. Rl'l•il',t' o/i\ll'laph_\'.1in, I 9ti5, 
19. 



References 99 

RORTY, R. lnconigibilitv as the mark of the mental.Jo11nw/ of Philosophy. 1970, 67. 
(a) 

R<>RTY, R. I 11 ddense of eliminati,·e materialism. Rn•iea• of 1\ll'taphy.1ics, 1970, 2-1. (b) 

R<>RTY, R. Philo.\(/jJh,· r111d th!' mirror of 11u/11rt·. Princeton, NJ.: Princeton L'niversitv 
Press, 197\l. 

Rosu-I, E. Natural categories. Cog11ilil'1' P.,~yr/wlog,·. 197:1, -I. 

RYLE, C. Thf' r1111o·pt of 111i11d. London: Hutchinson. 1949. 

SA1.~10:--;. \V. Statistical explanation. 1 n Stati.1tirnl 1•x/1la11atio11 and statistical reln 1a11u. 
Pittsburgh: Cnivei-sity of Pi1tsbu1·gh P1·ess, El70. 

SAL'SSt 11u. F. I>F. Co11r.,1· in gn1l'l'a! li11g11istirs. C. Bally. A. Sechehave, & A. Ried­
lin!-{er, Eds.; W. Baskin. trans. New York: l\lcGraw-Hill, 1916/1966. 

SEARLE, J. R. Minds. brains. and programs. Bl'hm•ioml and Bmi11 Sri1'11ces. 1980. 3. 

Su;Au., M. E. (Ell.). Thr• i11/l11n1n· 11/ cult111"1' 1111 1•is11al pl'laptio11. Indianapolis, Ind.: 
Bobbs-Menill. 1966. 

SEI.L\Rs. \\'. Philosopln· and the scientific image of man. ln Sric11re, perceptio11. allll 
reality. London: Routledge & Kegan Paul. 1963. 

SHAFFER, J. Philo.rn/1hy of 111i11d. Englewood Cliffs, N .J .: Prentice-Hall, 1968. 

SHA!\Ml!\, C. E. A mathematical theon of communication. Bell System Tech11iral 
]011nial. 194H, 27. 

SHANNON, C. E .. & \VL\ \'ER \\". Alath1·1111llirnl thc111y of co1111111111icatiu11. Urbana: Uni­
versity of Illinois P1·ess, I D49. 

Srn!.E\', F. N. Analysing seeing (I). In F. !\:. Sibley (Ed.), Paception: A philosophirnl 
.1y111/Josi11111. London: l'vlethuen, 1971. 

SKIKNER, B. F. The f)l•hm•ior of 11rgw1i.1111s. New York: Appleton-Century-Crofts. 
1938. 

SKl!\l\"ER, B. F. Sri1'11n• mu! llll111u11 ///'J,m,ior. New York: Macmillan, 1953. 

SKil'-:l\"ER, B. F. \'nbal l//•hm•ior. New York: Appleton-Centurv-Crofts, 1957. 

SKil'-:l\"ER, B. F. Beha,·iorism at fif'tv. In T. \\'. Wann (Ed.), Behm•iurism and phl'-
1w11u'11ology. Chicago: Lini,·ei-sitv of Chicago Press, 1964. 

SKil\"l\"ER, B. F. About behm•i11ri.,111. New York: Knopf, 1974. 
SMART, J..J ,C. Sensations and brain processes (rev.). In V. C. Chappell (Eel.), The 

jJhilosojJhy of 111i11d. Englewood Cliffs, N .J.: Prentice-Hall, I 959/ l 962. 

SMART, J..J.C. PhifosojJhy and .1rin1tific reali.1 111 . London: Routledge & Kegan Paul, 
1963. 

S~IITH E. E., & MEIHN, D. L. Categories and rnncepts. Cambridge, Mass.: Han-ard 
U niversit v Press, l 9H I, 

SPENCE, K. \V. Behavior theo,y and rn1ulitioning. New Haven, Conn.: Yale Uni\'ersity 
Press, 1956. 

SPERRY, R. \.Y. A modified concept of consciousness. P.1Jclwlogical Re1•iew. 1969, 
76. 

STEBBll\"S, G. L. The evolutionary significance of biological templates. In A. D. 
Breck & W. Yourgrau (Eels.), Biology, histo,y. and 1wt11mf philo.1uphy. New York: 
Plenum, 1972. 



References 100 

STEC~IL'.LLER, \\'. The problem of causalitY. In Co/lnt1'd Jm/1n, 1111 1'/1i1tn1111/og-:,·, philo.1-
0/Jhy ofsciencr and history of /Jhiloso/Jhy (Vol. 2). B. :\larti11i & \\'. \\'ohlhueter. trans. 
Dordrecht, Holland: Reidel, 1977. 

STE\'E:\S, S. S. On the psychological law. l'lyrhologiml Rn•i1•;,•. I !I:> 7. 6-I. 

STICH, S. P. Empiricism, innatism, and linguistic uniH·rsals. l'hilorn/1hiral Studii•s. 
1978, 33. 

STRAWSOr\, P. F. Individuals. London: fvlethuen. l 11511. 

T.-\ YI.OR, C. The ex/Jlanatio11 of behavior. London: Routledge & Kegan Paul. I 9fi·1. 

TERRACE, H. S. Is problem-solving language~ In T. S. Sebeok & .J. Lmiker-Sebeok 
(Eds.), SjJeahing of a/Jes. New York: Plenum, 1980. 

THORr\llIKE, E. L. Selected writings from a rnnnfftionis/'1 /11y1holo,1.,n,·. l\e\\' York: Ap­
pleton-Century-Crofts, 1949. 

T1;,.;BERCEi\, N. The study of instinct. London: Oxford L' ni\'ersit \' Press. 1951 / I 959. 

TOD!Ai\, E. C. Behavior and psychological man. Berkele\': Cni,-ersit,· of California 
Press, 1958. 

ToutA:\, E. C., RITCI-IIE, B. F., & KAI.ISH, D. Studies in spatial learning: I. Orienta-
tion and the shortcut. journal of Ex/Jerimmtal Pwrlwlog,·. l 94(i, 3r,. 

TtJRI:S:G, A. M. Computing machinery and intelli~ence. ,\find, I !1:,0. 59. 

V,\LZELU, L. Psycho/Jlumnacology. New York: Spectrum. I !17'.~. 

VE1':DLER, Z. Res cogitans. Ithaca, N.Y.: Cornell Cni\'ersit\' Press, 1!172. 

Vo1.os1;-,,;ov, V. N. ,'vlarxi.1m and thr /Jhiloso/Jhy of long1wg1'. L. l\.latejka & I. B. Titunik. 
trans. New York: Seminar Press, 1973. 

VYGOTSKY, L. S. Thought and language. E. Hanfmann & C. \'akar, Lrans. Cam­
bridge, Mass.: MIT Press, 1934/1962. 

Vn;oTSKY, L. S. Mind in society. M. Cole et al., Eds.: A. R. Luria el al., trans. 
Cambridge, Mass.: Har\'ard University Press, I ~178. 

\V,\:\!\, T. W. (En.). Behaviori.1111 and /Jhe110111nwfog,•. Chicago: l'11i\'ersity of Chicago 
Press, 1964. 

WATso;-.;, .J.B. Psychology as the behaviorist views iL. In W. Dennis (I::cl.), Readi11gs 
111 the hislo1)' of jJsychology. New York: Applelon-Centur\'-Crofts. I!) I 3/ J 963. 

WATso;-,,;, J. B. Behaviorism. London: Kegan Paul. Trench and Trulmer. 1925-

WArso;-,,;, J. D. Molernlar biology of the grne (2nd ed.). l\1e11l0 !'ark. Calif.: V,!. :\. 
Benjamin, 1970. 

\VIE!\ER, N. The h11111a11 u.1e of lwmrm beings. Boston: Houghton Mifflin. I 95011 95·1. 

Wi:-,;oc;RAD, T. Understanding natural languae/'· New York: Academic Press, 19721 
1976, ' ' 

\\'nrc1-:;-,,;sTE11\, L. PhilowjJhical i1wrstigatio11.1. C.E.M. Anscombe, trans. New York: 
Macmillan, 1953/ l 963. 



For Further Reading 

The references give rather too long a list of readings for a convenient 
entry into the literature, a difficulty the following suggestions may correct. 
Of the relevant anthologies. these are particularly useful: 
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tice-Hall, l 9E2. 
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Excellent collections that are not merely anthologies of established papers 
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lands, N.J.: Humanities Press. 1978. 
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Among the more recent books of note not included in the References 
and not featured in the text itself are the following: 
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