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Preface 

In the fall of 1962 I was asked to orgamze a sym­
posium for the XVIIth International Congress of Psy­
chology which was to meet in Washington in August 
1963. It seemed to me that an international congress 
is not the place to report on specific research projects, 
nor a forum at which recent research is to be reviewed 
in the style of the various yearbooks or review volumes 
that are published annually. Instead, I intended to use 
this occasion to encourage the most outstanding scien­
tists in the field to discuss the phenomenon of language 
in the light of their specialized know ledge, to encourage 
them to point to new and unsolved problems, to vent 
their enthusiasm, and to speculate freely. I was con­
fident that interesting speakers, thus roaming over wide 
areas of knowledge, would enable us to attain a new 
synopsis and spark our intuition. 

I was successful in securing the cooperation of all of 
my number one choices with two exceptions, Roger W. 
Brown and Susan Ervin, both of whom were already 
involved in another symposium at the same congress 
and were thus barred from participation in a second one. 
They were both planning to deliver papers on important 
aspects of language behavior, and I was fortunate in 
persuading them to allow me to include their congres­
sional contributions in this volume. Professor A. R. 

v 
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Luria from Moscow had also planned to attend the sym­
posium and deliver a paper but at the last minute was 
prevented from coming because of ill health. Thus a 
lacuna was created in my original schedule of presenta­
tions which had to be filled at the eleventh hour. It was 
too late to solicit the help of any of the best known 
scientists, and so I boldly condensed some hitherto vague 
thoughts of my own into the paper that is included here. 
This is the reason for listing my own name among a 
cadre of scholars to whom I have unblushingly referred 
as my number one choices of speakers! The symposium 
had the title Language and the Science of Man; it was 
ably chaired by Professor R. Meili of Bern, and Dr. F. 
Goldman-Eisler agreed to serve as formal discussant. 

Since there are two distinct origins of the following 
articles, namely, ( l) the papers contributed to the Sym­
posium on Language and the Science of Man and (2) 
papers contributed to other symposia of the International 
Congress, it is not surprising that the articles are of two 
distinct styles. The first four afford a wide-scope view 
of language problems, and each one makes an attempt 
to adumbrate these problems with broad implications for 
various fields of inquiry (maturation, social anthro­
pology, human biology, and experimental psychology). 
The last two articles, however, are more specifically 
concerned with one important area in the psychology of 
language, primary acquisition of speech and language. 

Dr. Goldman-Eisler's contribution to this volume falls 
into two divisions; first there is an edited version of her 
formal discussion of three of the symposium papers 
(she felt that Dr. Leach's paper on language in the 
light of social anthropology was outside of her com-
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petence) ; then there is an expanded version of mate­
rial that she presented orally at the time of the meeting. 
From the brief remarks in the course of that discussion 
it was obvious that some highly original and stimulating 
work was being compressed into all too scanty postcon­
ference remarks which deserved to be dealt with in much 
greater detail. Therefore, I asked Dr. Goldman-Eisler 
to submit a regular article in addition to her formal 
discussion. Originally she had agreed to this; however, 
subsequent illness made it impossible for her to send 
in a full-fledged article in time for our publication 
deadline, and so we had to satisfy ourselves with a single 
contribution in two parts. 

I have tried to explain the reason for the heterogeneity 
of the present collection. At first I was in doubt whether 
there was enough of a common denominator to warrant 
a joint publication. I decided in favor of it because, 
after seeing all the papers together, I felt that there was 
here an excellent cross section of language research at 
midcentury. The issues that concern us today are def­
initely different from those at the beginning of the cen­
tury. New problems are recognized and new avenues 
towards possible solution are being suggested. This 
little volume aims at characterizing some of the Im­
portant new trends. 

I would like to thank the Harvard Educational Re­
view for giving permission to reprint the article by Bel­
lugi and Brown; S. Karger AG, Basel/New York for 
allowing me to reproduce the photograph of the bird­
headed dwarf; and W. F. Brewer for supplying me with 
the pedigree shown in Figure 2 of my article. 

E. H. L. 
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LEONARD CARMICHAEL* 

The Early Growth of Language 

Capacity in the Individual 

The speech of man is one example of the many de­
vices used by living organisms to influence the behavior 
of other living organisms. From a biological point of 
view, human speech involves specialized sense recep­
tors, anatomical structures for the production of sound, 
and complex neuromuscular mechanisms to control, 
modulate, and direct the vibrations that are emitted. 

The hearing and the behavioral response to speech 
thus involves specific sense organs and related neural 
and motor systems. On both the sensory and the be­
havioral sides these capacities that make speech possible 
have had a long history in the evolution of the animal 
series, and each human individual must pass through 
a series of developmental stages in achieving adult 
linguistic capacity. The present paper is primarily con­
cerned with the very early development of speech 
mechanisms in the individual, but this growth can possi-

* National Geographic Society, Washington, D. C. 
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4 LEONARD CARMICHAEL 

the innumerable ones that could be given to show the 
biological utility of various forms of signals used in the 
life patterns of animals below the vertebrates. 

Inframammalian vertebrates also communicate with 
each other in many ways. Birds, for example, use a 
variety of sounds and motor displays to direct the be­
havior of individuals of the same or other species and 
of potential predators (Armstrong, 194·7). Much the 
same may be said of many specific behavior acts of fish, 
reptiles, and amphibians. The recent work of members 
of the ethological school in their studies of animal 
behavior has led to a scientific description of many new 
examples of such forms of communication, often involv­
ing what may be called fixed or even inborn meanings, as 
related to very specific stimulus patterns such as the 
shapes of predators (Tinbergen, 1951). 

Mynah birds and other infrahuman organisms can 
be taught to say words and even to repeat relatively 
long sentences. W. M. Mann (1930), who for many years 
directed the National Zoological Park of the Smith­
sonian Institution, trained a Mynah bird to say, "How 
about the appropriation?" These verbal sound patterns 
were made by the bird on a signal from Dr. Mann when 
he was entertaining the then Director of the Bureau of 
the Budget at the Zoo. Scientifically, who was com­
municating what with whom in this case deserves a few 
moments of thought. 

This example of the Mynah bird's vocalization serves 
to illustrate the difference between true human speech 
and the mere organization of sounds that can be inter­
preted by human observers as those of speech. For Dr. 



EARLY GROWTH OF LANGUAGE CAPACITY 5 

Mann and for the Director of the Bureau of the Budget, 
the pattern of sound produced by the Mynah bird was 
indeed "meaningful speech." Almost certainly this was 
not in the same sense true for the bird. It may be re­
membered in this context that blind persons have had 
secretaries or members of their families taught to read 
aloud languages such as Greek, which were unknown 
to the readers, without instructing the readers in the 
language. The blind person thus hears and understands 
the language that is read, even though the human sound 
producer is unaware of the significance of the sounds 
he is producing. 

In infrahuman mammals, it is thus clear that the 
control of the behavior of individuals of the same 
species, as well as the behavior of other living organisms 
of different species, is accomplished by a variety of 
forms of motor activities which produce energy changes 
that serve as stimuli to the receptors of the other or­
ganisms. The receptors involved include those special­
ized to be acted upon by pressure and the stimuli for 
smell, taste, and sight, as well as by air vibrations with 
the physical dimensions of effective vocal stimuli. 

Biologically speaking, therefore, the study of the 
onset and evolution of communication must not be 
limited to the capacity to produce what may be called 
"meaningful" words or to the capacity to hear utter­
ances which the older writers on language used to speak 
of as "capable of transferring meaning from one in­
dividual to another." B. F. Skinner ( 1957) has recently 
given a most insightful consideration of the modern 
understanding of the word "meaning" as it is used in 
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studies of verbal behavior. This consideration of "mean­
ing" is not intended to imply, however, .that effective 
normal adult human speech may not be used to control 
the behavior of other human or infrahuman organisms 
who do not fully "understand" such speech. The verbal 
control of the behavior of dogs, horses, and other ani­
mals by vocal signals, such as patterns of loudness or of 
pitch, are common examples of such forms of com­
munication. Such sound signals have in one sense true 
"meaning" and may play an important role in the on­
going temporal context of the essential behavior of ani­
mals and men. Such vocalizations may be thought of as 
preliminary stages antecedent to true fully-developed 
human meaningful speech. It may be better, in order to 
avoid confusion, not to consider these patterns of mean­
ingful sound signals as true speech. The use of words 
in this context is well illustrated in the report of R. M. 
and A. W. Yerkes (1935) on vocalizations. They say: 

Among categories of social behavior none is more important 
than intercommunication. As we use it the term is inclusive of 
language. Speech, as applied to human systems of intercom­
munication, does not occur in any infrahuman primate. Lan­
guage, however, in varying degrees of complexity and in di­
verse forms, is exhibited and there are in effect languages of 
attitude, gesture, scent, s~und and possibly still others not sug­
gested by human experience and observation. Our experience 
in the study of monkeys and apes leads us to ~ou~t ~hether, 
apart from representation of ideas intercommumcahon Is more 
serviceable in man than in certain' other primates. In us speech 
is at o~ce highly complex and incomparably serviceable, 
whereas m monkeys and apes other lincruistic systems have been 
developed which possibly serve the b needs of the organism 
even better than would spoken language. It would be difficult 
indeed to exaggerate the importance of intercommunicational 
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symbols and systems in the social life and organization of 
primates from monkey to man. 

The very recent and extensive work of Jane Goodall 
( 1963), in her incomparably complete studies of chim­
panzees in the wild, well shows how subtle and impor­
tant is a most wide range of vocalizations in the organiza­
tion of the complex everyday social life of these great 

apes. 
On the basis of these observations on the role of com­

munication in animals below man in the phylogenetic 
scale, we may now turn to the major topic of this paper, 
the early ontogeny of language in the young human 
individual. In the developing infant a sequential series 
of what may be called emergent stages of vocalization 
can be described both before and after birth. This de­
velopment can be thought of most clearly in the light 
of the evolution of the forms of communication that have 
just been sketched in animals below man. The old idea 
of the biogenetic law or theory of recapitulation as an 
explanatory principle of human growth is thoroughly 
discredited, but it is not without interest to note that 
there is a certain parallelism between the growth of the 
capacity for various forms of communication in the ani­
mal series and in the ontogenetic development of each 
human individual. The neonate makes sounds which 
serve a biological purpose in the control of the behavior 
of attending adults well before human speech in its nar­
row and specialized sense develops. 

In some babies, however, well before the end of the 
first year of postnatal life, real meaningful speech has 
begun. Various studies put the average time for this 
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onset at eleven months with a range from about eight to 
twenty months as the time for the appearance of the 
first meaningful word (Biihler, 1954). No one who 
considers with care the sensory and behavioral develop· 
mental sequences in the growing human infant during 
its first months can fail to recognize the descriptive value 
of the concept of emergence in noting the steps that are 
always antecedent to the uttering of the first meaningful 
word by the individual. Each developmental stage of 
vocalization is in some respects unique in its character­
istics, and no developmental level is ever a mere sum 
of previously described and pre-existing antecedent 
capacities or processes. Thus, a longitudinal study of the 
same human infant over a period of time such as the 
first two postnatal years best shows what combinations 
of capacities are the invariable antecedents of later 
and, in their turn, fully novel emergent vocal character­
istics. Each such stage thus marks a step, as it were, 
in the progress from the mere emission of sound to true, 
meaningful human speech. 

It thus becomes clear that one who wishes to trace 
the history of the growth of language in the individual 
should first consider, at least as an analogy, as has been 
done in this paper, something of the growth of com­
munication in the animal series. On the basis of this 
knowledge it is helpful to start in the infant at some 
well identified stage and one by one go back and back 
and describe the capacities that are recorded as present 
in relevant, and essentially invariable, temporally ante­
cedent stages (Carmichael, 1956). 

In the study of the ontogeny of human speech, this 
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procedure of tracing back from surely meaningful to 
surely nonmeaningful sound production is not easy. 
TI1ere are great individual differences in early language 
development in normal and abnormal infants. Part of 
the difficulty in considering all of the early develop­
mental stages in the prelinguistic utterances of infancy 
is also found in the failure of many students to agree 
upon the terms to use in describing the phenomena that 
are observed. Gaps in the sequence of development are 
often very puzzling, as Dorothea McCarthy ( 1954) 
points out in the following sentence: 

There is a tremendous psychological gap which has to be 
bridged between the mere utterance of the phonetic form of a 
word and the symbolic or representational use of that word 
in an appropriate situation. 

The dramatic emergence of meaning£ ul speech has 
been discussed by G. A. De Laguna ( 1927) in an ob­
servation on the linguistic development of one of her 
own children. When about eight months old, her child 
learned to point to an object which attracted her atten­
tion. A clock was pointed out to the child and the words, 
"tick, tock," were enunciated by the adult. Soon the 
child, instead of pointing, whispered, "tee, tee." "Tee, 
tee," De Laguna emphasizes, however, was thus still 
far from being a name. It was still used indiscriminately 
as a means of pointing to a variety of objects. This "tee, 
tee" was, she says, "the announcement that something 
interesting is at hand and the summons to look at or 
attend to it." At length, however, the child under ob­
servation learned in pointing to the moon to substitute 
the words, "moon, moon." At first this response was 
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used only when she was carried to the window and the 
moon was pointed out. Then one night the child was 
carried along a street lighted by large round lamps. In 
great excitement she pointed to one, repeating, "moon, 
moon." From this time on, the child rapidly acquired 
a true vocabulary of meaningful words. The similar 
dramatic learning of the word, "water," when Helen 
Keller's teacher, Anne Sullivan, held her hand under 
running water in the pump and at the same time spelled 
"water" into her hand by a tactual alphabet, is worth 
noting here (Keller, 1913). 

To many students of language, the events that fol­
low the development of the capacity to utter or respond 
to the first word in the "meaningful" way just indi­
cated is the beginning of the consideration of true human 
speech. In the present paper, however, the effort will be 
made to trace backward the ontogeny of the stages that 
lie behind this first uttering of a meaningful word. The 
stages in the early development of the individual that 
will be noted may properly be considered as typical, 
and perhaps essential, antecedents to the production of 
the first word or words that carry the so-called true 
meaning of adult human speech. 

Some of the principal research findings that deter­
mine the age, between birth and the use of the first 
meaningful word, at which specific emergent capacities 
appear, have been summarized in some 67 steps in an 
excellent table compiled by McCarthy ( 1954). This 
table shows the age at which selected vocal items are 
reported as present in a number of studies of the early 
linguistic development in infants. The studies on which 
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this comprehensive table is based lead one back through 
a series of what must be considered emergent levels to 
the very first vocalizations of the newborn human infant 
and even back into fetal life. Until recently nearly 
everyone who has interested himself in the ontogeny 
of language and speech has begun his study with an 
account of the "birth cry." An article of interest to 
historians of philosophic thought could be written about 
the attitudes that have been expressed concerning the 
phenomenon of prenatal and immediately postnatal be­
havior. W. Preyer ( 1893), a great early German experi­
mental student of child development, quotes the philos­
opher Kant as saying: 

The outcry that is heard from a child scarcely born has not the 
tone of lamentation, but of indignation and of aroused wrath; 
not because anything gives him pain, but because something 
frets him; presumably because he wants to move, and feels his 
inability to do it as a fetter that deprives him of his freedom. 

Preyer points out quite correctly the futility of such a 
fanciful interpretation of the birth cry. It is interesting 
that in more recent times some psychiatrists, particularly 
those who are interested in psychoanalysis, have seen 
special meaning in the cry of the human infant at birth. 
Blanton ( 1917), for example, has written of the cry: 

It is an expression of its overwhelming sense of inferiority on 
thus suddenly being confronted by reality, without ever having 
had to deal with its problems. 

Knowledge of the condition of the human cortex at 
the time of birth makes such statements especially sur­
prising. A realistic and scientific study of the birth cry, 
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of course, sees in it merely one stage in the development 
of the mechanisms that later will make meaningful 
vocalization possible. 

The human vocal apparatus may be compared to a 
wind instrument in which the bellows are the lungs and 
in which the larynx and windpipe form a reedlike in­
strument. The pharynx, the mouth, and the nose pro­
vide resonating chambers. It is by no means proper to 
think that this wind instrument is in its final form at 
the end of the fetal period. At birth, for example, the 
vocal cords are shorter than in later life (Feldman, 
1920). The alterations that take place in the so-called 
"change of voice" in the male during adolescence show 
for how long a period growth processes continue in the 
development of this instrument. The receptor organs in­
volved in the social intercommunication of language in 
the individual also develop during prenatal life to the 
point at which the stimulus patterns related to sound 
and other types of signals can effectively activate and 
direct the behavior of the growing individual. 

The birth cry, for all its dramatic place in the history 
of thought about the infant, is not even the first sound of 
which the human individual is capable. There are rec­
ords in the medical literature, in cases of difficult birth, 
of vagitus uterinus or fetal crying. This phenomenon 
is observed when the sac is ruptured before birth and the 
baby begins to breathe air prior to delivery (Graham, 
1919). Minkowski (1922) and others have noted cry­
ing in operatively removed fetuses of approximately 6 
months postinsemination age. Some components of the 
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mechanism that make crying possible are functional at 
even earlier fetal age. In operatively removed fetuses 
between 4 and 5 months of age the opening and closing 
of the mouth and rhythmic chest actions of the sort often 
named Ahfeld's breathing movements have been ob­
served. Air breathing, which is all-important in the first 
production of true human sound itself, has been reported 
in human fetuses in "fits and starts" before the sixth 
month (Carmichael, 1954). 

As just noted, speech in a biologically functional or 
social form depends not only on the production of air­
borne patterns of vibrations, but also upon hearing. 
Many studies agree that at birth, of all the senses, hear­
ing "slumbers the most deeply." There are a good many 
investigations which confirm the fact that the newborn 
baby does not hear at all, or at least hears poorly, sounds 
of ordinary intensity and vibration frequency. It has 
been asserted by those who have studied the neonate 
during its first hours that air breathing, yawning, and 
crying are typically required to open the Eustachian 
tube, and thus allow what is described as the gelatinous 
liquid of the middle ear to drain out before hearing is 
established (Carmichael, 1954). There is evidence, 
however, that the sensory receptors of the inner ear 
themselves are functional well before the time of normal 
birth. Responses to loud sounds in unborn fetuses have 
been reported. Electrophysiological techniques demon­
strate the functional capacity of the auditory receptors 
in mammals during fetal life (Rawdon-Smith, Car­
michael, and Wellman, 1938). Visual, touch, and muscle 
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receptors, all of which play some part in fully estab­
lished, adult interpersonal communication, are also all 
functional before birth (Carmichael, 1954). 

In some detail the present writer has described what 
he has named the law of anticipatory morphological 
maturation (Carmichael, 1954). This law states that 
structures are frequently, indeed almost invariably, suf­
ficiently mature anatomically to be activated experimen­
tally at a temporal period in development before that at 
which they are required to play a useful or biologically 
adaptive role in the economy of the organism. This law 
is well illustrated in the development of the complex 
structure basic to the individual's ability to use speech. 

Following the discussion given above of the meaning 
of the word "emergence," it seems obvious that the re­
ceptor mechanisms and the motor mechanisms of speech 
are functional at birth and even before birth. Some post­
natal development of these mechanisms does take place, 
but, clearly, postnatal linguistic growth is largely de­
pendent on the maturation of specific brain mechanisms. 
These are the brain centers that are known to be essen­
tial in adult speech. 

The areas of the brain that are basic to speech are 
very complex and as yet not fully understood. In con­
sidering speech centers, Penfield and Rasmussen (1952) 
and many other students have emphasized as important 
a complex of functionally related areas. These include 
two bilateral cortical areas that seem basic to vocaliza­
tion, the Rolandic and the superior frontal regions. 
These have been demonstrated to be important in the 
speech functions of adults. Besides these areas, there 
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is evidence of the importance of three cortical areas in 
the dominant hemisphere in normal and abnormal 
speech. The first of these, properly named for its dis­
coverer, Paul Broca, is found on one or two convolu­
tions just anterior to the precentral gyrus and above the 
fissure of Sylvius. The so-called parietal speech area 
and an area in the posterior temporal cortex of the domi­
nant hemisphere are also both known to be important in 
speech and especially in the aphasias. 

The rate and character of the growth or maturation 
of different parts of the brain of any species including 
man, both before and after birth, it is agreed, are largely 
determined by heredity. In the human individual it is 
important also to remember that such differential mat­
uration continues long after some changes in the re­
sponse correctly attributable to individual learning can 
be demonstrated. 

In analogy with a frequently used term descriptive 
of the time when the child can effectively be taught to 
read, that is, "reading readiness," it is clear that in the 
human individual the maturation of certain brain centers 
is necessary to produce a state of the brain that may be 
called speech readiness. It also seems likely that this 
readiness is not a characteristic of the total brain, but 
rather of quite specific brain mechanisms that play a 
role in making human speech possible. In other words, 
in the postnatal life of the infant certain centers of the 
brain of the growing infant must reach a specific level 
of development before the learning of linguistic pat­
terns that are "meaningful" is possible. This level of 
brain capacity must emerge before the child begins to 
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learn the linguistic forms that are typical of the social 
group in which it is being reared. 

There is still much to be learned about the differential 
rate of development, during the months that follow 
birth, of the gross and fine anatomical structures of the 
brain areas basic to language. A review of the current 
literature on this subject suggests that this "late em­
bryology" of the brain is still a surprisingly neglected 
area of scientific study. Some facts about this differential 
maturation, however, may be noted. It is believed that 
the number of brain cells does not increase after birth. 
Many different types of growth changes do, however, 
occur in brain-cell populations during the months and 
years of postnatal maturation. A number of different 
forms of developmental change during postnatal life 
have been studied in relation to a demonstrated increase 
in functional capacity. Among these alterations are the 
development of Nissl's bodies in the neurons, the growth 
of increasingly complex dendritic networks, and the 
selective rate of myelination of the nerve fibers of dif­
ferent regions of the cortex. McGraw ( 1946, 1963) has 
summarized some of the literature on postnatal cor­
tical maturation, and deCrinis ( 1932) has studied the 
developmental state, in brains of infants come to autopsy 
at ages varying from 5 days to 13 years. This latter in­
vestigator reports that the maturation of Broca's speech 
area occurs more slowly in postnatal life than do the 
motor centers of the brain. The development of this 
speech center indeed is already behind that of the motor 
areas at birth, and during the first year this relative de­
lay in maturation becomes even greater. At fourteen 
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postnatal months the cellular maturation of Broca's 
area is not as great as that of the motor region five 
months earlier. 

Walle J. H. Nauta, in a personal communication, re­
ports that significant work in this important area of 
neurology is now being carried on by Poliakov and his 
associates in the laboratory of neurophysiology of the 
Academy of Sciences of the U.S.S.R., in the Moscow 
Brain Institute. Poliakov ( 1961) reports that what he 
calls the cortical projectional-associative connections 
develop functional maturity only by the second year of 
postnatal life. He says specifically: 

The study of ontogenesis has shown that these regions of the 
cortex, which, apparently, constitute an essential part of the 
foundation of the human second signaling system (the brain 
mechanisms of speech, thought, and labor activity) , terminate 
the cycle of their development later than all other regions, on 
the basis of the already formed systems of cortico-subcortical 
and cortico-cortical connections ensuring the capacity of the 
child to react to the first signals of the external environment. 

The significance of the differential rate of the develop­
ment of the specialized speech centers of the brain of 
man is attested in an interesting way by a comparison 
of the growth of vocalizing capacity, and the ability to 
respond to vocalizations, in man and in the chimpanzee. 
In this connection it may be noted that the brain of the 
chimpanzee reaches full anatomical maturity before that 
of man ( Tilney, 1928) . Kellogg and Kellogg ( 1933) 
have shown that in the first year of life a chimpanzee 
infant can learn to respond differentially to oral com­
mands better than a human child. On the basis of what 
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has been said above, it may well be true that at this 
time, in terms of maturation, it has a better brain to 
make such responses possible than does the typical 
human infant of the same age. When the child does 
come to be able to use language in what has earlier been 
termed a meaningful way, it is true, of course, that the 
young human individual soon outdistances its ape com­
petitor in this and all other capacities related to what 
we think of as effective mental life. It seems almost cer­
tain that these differences in capacity during early de­
velopment must depend on differential brain maturation. 
It is not without significance that Dr. and Mrs. Keith J. 
Hayes ( 1951), who raised a chimpanzee baby, Viki, in 
their home found that the animal learned haltingly to 
say a few words, but never developed a truly effective 
use of language, in spite of most intensive efforts on 
their part in language training. However, Viki did learn 
to respond to linguistic commands in a most adaptive 
way. The difference between chimpanzee and child must 
almost certainly be related to differences between human 
and chimpanzee brains at different periods in their devel­
opment. 

These observations point to the fact that the normal 
human infant's development of the ability to use mean­
ingful words, even beyond the first year of life, is almost 
certainly in some degree a function of the continuing 
maturation of specific language mechanisms in its de­
veloping cortex. 

It seems clear, therefore, that a fuller understanding 
of the genesis of language in the individual will be 
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assisted by a more complete knowledge, based on his­
tological and electrophysiological techniques, of the 
development in postnatal life of the basic brain regions 
that play a role in linguistic behavior. It may be pointed 
out further that such study must involve a coordination 
of both behavioral and anatomical investigations. This 
will be of value both to those who are interested in a 
theoretical knowledge of language growth and to those 
who are concerned with the care and possible cure of 
language defects in atypical or injured children, and 
even in such adult conditions as aphasia. 

C. D. Mead (1913) set the average age for beginning 
to talk, in so-called normal children, as 15.3 months. 
This same investigator gave an average of 38.5 months 
for the beginning of true language in feeble-minded 
children. The interpretation of such results is not easy, 
for as McCarthy points out, studies show that it is by 
no means certain that a child who is late in talking is in 
any way mentally retarded. 

It must be emphasized that it is not wise to generalize 
too easily on the basis of a few cases, concerning either 
early postnatal brain development or the growth of 
linguistic capacity in this period. The results so far 
secured, however, do point to the importance of a much 
more complete knowledge of cortical histology and phys­
iology, correlated with recorded word utterance, in 
bringing about a better understanding of early human 
speech development. Such studies will be difficult and 
time consuming, but also rewarding. 
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EDMUND LEACH* 

Anthropological Aspects of' 

Language: Aninta l Categories 

and Verbal Abuse 

The central theme of my essay is the classical anthro­
pological topic of 'taboo.' This theme, in this guise, does 
not form part of the conventional field of discourse of 
experimental psychologists; yet the argument that I 
shall present has its psychological equivalents. When 
psychologists debate about the mechanism of 'forget­
ting' they often introduce the concept of 'interference,' 
the idea that there is a tendency to repress concepts that 
have some kind of semantic overlap (Postman, 1961). 
The thesis which I present depends upon a converse 
hypothesis, namely, that we can only arrive at semanti­
cally distinct verbal concepts if we repress the boundary 
percepts that lie between them. 

To discuss the anthropological aspects of language 
within the confines of space allotted to me here is like 

• University of Cambridge, England. 
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writing a history of England in thirty lines. I propose 
to tackle a specific theme, not a general one. For the 
anthropologist, language is a part of culture, not a thing 
in itself. Most of the anthropologist's problems are con­
cerned with human communication. Language is one 
means of communication, but customary acts of be­
havior are also a means of communication, and the 
anthropologist feels that he can, and should, keep both 
modes of communication in view at the same time. 

Language and Taboo 

This is a symposium about language but my theme is 
one of nonlanguage. Instead of discussing things that are 
said and done, I want to talk about things that are not 
said and done. My theme is that of taboo, expression 
which is inhibited. 

Anthropological and psychological literature alike 
are crammed with descriptions and learned explanations 
of apparently irrational prohibitions and inhibitions. 
Such 'taboo' may be either behavioral or linguistic, and 
it deserves note that the protective sanctions are very 
much the same in either case. If at this moment I were 
really anxious to get arrested by the police, I might strip 
naked or launch into a string of violent obscenities: 
either procedure would be equally effective. 

Linguistic taboos and behavioral taboos are not only 
sanctioned in the same way, they are very much muddled 
up: sex behavior and sex words, for example. But this 
association of deed and word is not so simple as might 
appear. The relationship is not necessarily causal. It is 
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not the case that certain kinds of behavior are taboo and 
that, therefore, the language relating to such behavior 
becomes taboo. Sometimes words may be taboo in them­
selves for linguistic (phonemic) reasons, and the causal 
link, if any, is then reversed; a behavioral taboo comes 
to reflect a prior verbal taboo. In this paper I shall only 
touch upon the fringe of this complex subject. 

A familiar type of purely linguistic taboo is the pun. 
A pun occurs when we make a joke by confusing two 
apparently different meanings of the same phonemic 
pattern. The pun seems funny or shocking because it 
challenges a taboo which ordinarily forbids us to recog­
nize that the sound pattern is ambiguous. In many cases 
such verbal taboos have social as well as linguistic as­
pects. In English, though not I think in American, the 
word queen has a homonym queqn. The words are pho­
netically indistinguishable (KWIN). Queen is the con­
sort of King or even a female sovereign in her own 
right; quean which formerly meant a prostitute now 
usually denotes a homosexual male. In the nonhuman 
world we have queen bees and brood queen cats, both 
indicating a splendid fertility, but a quean is a barren 
cow. Although these two words pretend to be different, 
indeed opposites, they really denote the same idea. A 
queen is a female of abnormal status in a positive 
virtuous sense; a quean is a person of depraved char­
acter or uncertain sex, a female of abnormal status in a 
negative sinful sense. Yet their common abnormality 
turns both into 'supernatural' beings; so also, in meta­
physics, the contraries God and the Devil are both super­
natural beings. In this case, then, the taboo which allows 
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us to separate the two ambiguous concepts, so that we 
can talk of queens without thinking of queans, and vice 
versa, is simultaneously both linguistic and social. 

We should note that the taboo operates so as to dis­
tinguish two identical phonemic patterns; it does not 
operate so as to suppress the pattern altogether. We are 
not inhibited from saying KWIN. Yet the very siinilar 
phonemic pattern produced by shifting the dental N to 
bilabial M and shortening the medial vowel (KWIM) is 
one of the most unprintable obscenities in the English 
language. Some American informants have assured me 
that this word has been so thoroughly suppressed that 
it has not crossed the Atlantic at all, but this does not 
seem entirely correct as there is dictionary evidence to 
the contrary.* It is hard to talk about the unsay able but 
I hope I have made my initial point. Taboo is siinulta­
neously both behavioral and linguistic, both social and 
psychological. As an anthropologist, I am particularly 
concerned with the social aspects of taboo. Analytical 
psychologists of various schools are particularly con­
cerned with the individual taboos which center in the 
oral, anal, and genital functions. Experimental psychol­
ogists may concern themselves with essentially the same 

• The Oxford English Dictionary says nothing of the obscenity but 
records Quim as a 'late Scottish variant' of the now wholly obsolete 
Oueme =:'pleasant.' Partridge (1949) prints the word in full (whereas 
he balks at f"ck and c*nt). His gloss is 'the female pudend' and he gives 
queme as a variant. Funk and Wagnalls, and Webster, latest editions. 
both ignore the term, but H. Wentworth and S. B. Flexner (1961) give: 

quim n. 1 =queen; 2 (taboo) =the vagina. 
That this phonemic pattern is, in fact, penumbral to the more permissible 
queen is thus established. 

The American dictionaries indicate that the range of meanings of 
IJUeen. (quean) are the same as in England, but the distinction of spelling 
18 not firmly maintained. 
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kind of phenomenon when they examine the process of 
for getting, or various kinds of muscular inhibition. But 
all these varieties of repression are so meshed into the 
web of language that discussion of any one of the three 
frames, anthropological, psychological, or linguistic, 
must inevitably lead on to some consideration of the 
other two. 

Animal Categories and Verbal Obscenities 

In the rest of this paper I shall have relatively little 
to say about language in a direct sense, but this is be­
cause of the nature of my problem. I shall be discussing 
the connection between animal categories and verbal ob­
scenities. Plainly it is much easier to talk about the ani­
mals than about the obscenities! The latter will mostly 
be just off stage. But the hearer (and the reader) should 
keep his wits about him. Just as queen is dangerously 
close to the unsayable, so also there are certain very 
familiar animals which are, as it were, only saved by 
a phoneme from sacrilege or worse. In seventeenth cen­
tury English witchcraft trials it was very commonly 
asserted that the Devil appeared in the form of a Dog­
that is, God backwards. In England we still employ this 
same metathesis when we refer to a clergyman's collar 
as a 'dog collar' instead of a 'God collar.' So also it 
needs only a slight vowel shift in fox to produce the ob­
scene fux. No doubt there is a sense in which such facts 
as these can be deemed linguistic accidents, but they 
are accidents which have a functional utility in the way 
we use our language. As I shall show presently, there 
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are good sociological reasons why the English categories 
dog and fox, like the English category queen (quean) 
should evoke taboo associations in their phonemi~ 
vicinity. 

As an anthropologist I do not profess to understand 
the psychological aspects of the taboo phenomenon. 
I do not understand what happens when a word or a 
phrase or a detail of behavior is subject to repression. 
But I can observe what happens. In particular I can 
observe that when verbal taboos are broken the result 
is a specific social phenomenon which affects both the 
actor and his hearers in a specific describable way. I 
need not elaborate. This phenomenon is what we mean 
by obscenity. Broadly speaking, the language of obscen­
ity falls into three categories: ( l) dirty words-usually 
referring to sex and excretion; (2) blasphemy and pro­
fanity; (3) animal abuse-in which a human being 
is equated with an animal of another species. 

These categories are not in practice sharply distin­
guished. Thus the word 'bloody,' which is now a kind of 
all-purpose mildly obscene adjective, is felt by some 
to he associated with menstrual blood and is thus a 
'dirty' word, but it seems to be historically derived from 
profanity-'By our Lady.' On the other hand, the simple 
expletive 'damn!'-now presumed to be short for 'dam­
nation!'-and thus a profanity-was formerly 'god­
dam' (God's animal mother) an expression combining 
blasphemy with animal abuse. These broad categories 
of obscenity seem to occur in most languages. 

The dirty words present no problem. Psychologists 
have adequate and persuasive explanations of why the 
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central focus or the crudest obscenity should ordinarily 
lie in sex and excretion. The language of profanity and 
blasphemy also presents no problem. Any theory about 
the sacredness of supernatural beings is likely to imply 
a concept of sacrilege which in turn explains the emo­
tions aroused by profanity and blasphemy. But animal 
abuse seems much less easily accounted for. Why should 
expressions like 'you son of a bitch' or 'you swine' 
carry the connotations that they do, when 'you son of 
a kangaroo' or 'you polar bear' have no meaning what­
ever? 

I write as an anthropologist, and for an anthropologist 
this theme of animal abuse has a very basic interest. 
When an animal name is used in this way as an impre­
cation, it indicates that the name itself is credited with 
potency. It clearly signifies that the animal category 
is in some way taboo and sacred. Thus, for an anthro­
pologist, animal abuse is part of a wide :field of study 
which includes animal sacrifice and totemism. 

Relation of Edibility and Social Valuation of Animals 
In his ethnographic studies the anthropologist ob­

serves that, in any particular cultural situation, some 
animals are the focus of ritual attitudes whereas others 
are not; moreover, the intensity of the ritual involve­
ment of individual species varies greatly. It is never at 
all obvious why this should be so, but one fact that is 
commonly relevant and always needs to he taken into 
consideration is the edibility of the species in question. 

One hypothesis which underlies the rest of this paper 
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is that animal abuse is in some way linked with what 
Radcliffe-Brown called the ritual value of the animal 
category concerned. I further assume that this ritual 
value is linked in some as yet undetermined way with 
taboos and rules concerning the killing and eating of 
these and other animals. For the purposes of illustration 

' I shall confine my attention to categories of the English 
language. I postulate, however, that the principles which 
I adduce are very general, though not necessarily uni­
versal. In illustration of this, I discuss as an appendix 
to my main argument the application of my thesis to 
categories of the Kachin language spoken by certain 
highland groups in northeast Burma. 

Taboo is not a genuine English word, but a category 
imported from Polynesia. Its meaning is not precisely 
defined in conventional English usage. Anthropologists 
commonly· use it to refer to prohibitions which are ex­
plicit and which are supported by feelings of sin and 
supernatural sanction at a conscious level; incest regu­
lations provide a typical example; the rules recorded 
in Leviticus XI, verses 4--4 7, which prohibited the Israel­
ites from eating a wide variety of 'unclean beasts,' are 
another. In this paper, however, I shall use the concept 
of food taboo in a more general sense, so that it covers 
all classes of food prohibition, explicit and implicit, 
conscious and unconscious. 

Cultural and Linguistic Determination of Food Values 

The physical environment of any human society con­
tains a vast range of materials which are both edible 
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and nourishing, but, in most cases, only a small part 
of this edible environment will actually be classified 
as potential food. Such classification is a matter of 
language and culture, not of nature. It is a classification 
that is of great practical importance, and it is felt to be 
so. Our classification is not only correct, it is morally 
right and a mark of our superiority. The fact that frogs' 
legs are a gourmet's delicacy in France but not food at 
all in England provokes the English to refer to French­
men as Frogs with implications of withering contempt. 

As a consequence of such cultural discriminations, 
the edible part of the environment usually falls into 
three ma:in categories: 

1. Edible substances that are recognized as food and 
consumed as part of the normal diet. 

2. Edible substances that are recognized as possible 
food, but that are prohibited or else allowed to he eaten 
only under special (ritual) conditions. These are sub­
stances which are consciously tabooed. 

3. Edible substances that by culture and language 
are not recognized as food at all. These substances are 
unconsciously tabooed. 

Now in the ordinary way when anthropologists discuss 
food taboos they are thinking only of my second cate­
gory; they have in mind such examples as the Jewish 
prohibitions against pork, the Brahmin prohibition 
against beef, the Christian attitude to sacramental bread 
and wine. But my third category of edible substances 
that are not classed as food deserves equal .attention. 
The nature of the taboo in the two cases is quite distinct. 
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The Jewish prohibition against "pork is a ritual matter 
and explicit. It says, in effect, "pork is a food, but Jews 
must not eat it." The Englishman's objection to eating 
dog is quite as strong but rests on a cliff erent premise. 
It depends on a categorical assumption: "dog is not 
food." 

In actual fact, of course, dogs are perfectly edible, 
and in some parts of the world they are bred for eating. 
For that matter human beings are edible, though to an 
Englishman the very thought is disgusting. I think most 
Englishmen would find the idea of eating dog equally 
disgusting and in a similar way. I believe that this latter 
disgust is largely a matter of verbal categories. There 
are contexts in colloquial English in which man and dog 
may be thought of as beings of the same kind. Man and 
dog are 'companions'; the dog is 'the friend of man.' 
On the other hand man and food are antithetical cate­
gories. Man is not food, so dog cannot be food either. 

Of course our linguistic categories are not always 
tidy and logical, but the marginal cases, which at first 
appear as exceptions to some general rule, are often 
especially interesting. For example, the French eat 
horse. In England, although horsemeat rna y be fed to 
dogs, it is officially classed as unfit for human consump­
tion. Horsemeat may not be sold in the same shop that 
handles ordinary butchers' meat, and in London where, 
despite English prejudice, there are low foreigners who 
actually eat the stuff, they must buy it in a shop labeled 
charcuterie and not butcher! This I suggest is quite con­
sistent with the very special attitude which Englishmen 
adopt toward both dogs and horses. Both are sacred 
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supernatural creatures surrounded by feelings that are 
ambiguously those of awe and horror. This kind of 
attitude is comparable to a less familiar but much 
more improbable statutory rule which lays down that 
Swan and Sturgeon may only be eaten by members of 
the Royal Family, except once a year when Swan may 
be eaten by the members of St. John's College, Cam­
bridge! As the Editor of The New Yorker is fond of 
telling us, "There will always be an England!" 

Plainly all such rules, prejudices, and conventions are 
of social origin; yet the social taboos have their lin­
guistic counterparts and, as I shall presently show, 
these accidents of etymological history fit together in 
a quite surprising way. Certainly in its linguistic aspects 
horse looks innocent enough, but so do dog and fox. 
However, in most English colloquial, horse is 'orse or 
'oss and in this form it shares with its companion ass 
an uncomfortable approximation to the human pos­
terior.* 

The problem then is this. The English treat certain 
animals as taboo-sacred. This sacredness is manifested 
in various ways, partly behavioral, as when we are for­
bidden to eat flesh of the animal concerned, pa11ly lin­
guistic, as when a phonemic pattern penumbral to that 
of the animal category itself is found to be a focus of 

• English and American taboos are different. The English spell the 
animal ass and the buttocks arse but, according to Partridge (1949), 
arse was considered almost unprintable between 1700 and 1930 (though 
it appears in the O.E.D.). Webster's Third Edition spells both words 
as ass, noting that arse is a more polite variant of the latter word, which 
also has the obscene meaning, sexual intercourse. Funk and Wagnalls 
(1952) distinguish ass (animal) and arse (buttocks) and do not cross 
reference. Wentworth and Flexner (1961) give only ass but give three 
taboo meanings, the rectum, the buttocks, and the vagina. 
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obscenity, profanity, etc. Can we get any insight into 
why certain creatures should be treated this way? 

Taboo and the Distinctiveness of Namable Categories 

Before I proceed further, let me give you an outline 
of a general theory of taboo which I find particularly 
satisfactory in my work as an anthropologist. It is a 
theory which seems to me to fit in well with the psycho­
logical and linguistic facts. In the form in which I pre­
sent it here, it is a 'Leach theory' but it has several 
obvious derivations, especially Radcliffe-Brown's dis­
cussions of ritual value, Mary Douglas's thinking (still 
largely unpublished) on anomalous animals, and Levi­
Strauss's version of the Hegelian-Marxist dialectic in 
which the sacred elements of myth are shown to be 
factors that mediate contradictories. 

I postulate that the physical and social environment 
of a young child is perceived as a continuum. It does 
not contain any intrinsically separate 'things.' The 
child, in due course, is taught to impose upon this en­
vironment a kind of discriminating grid which serves 
t d' . 0 Istinguish the world as being composed of a large 
number of separate things, each labeled with a name. 
Thi~ World is a representation of our language cate­
gones, not vice versa. Because my mother tongue is 
English, it seems self evident that bushes and trees are 
different kinds of things. I would not think this unless I 
had been taught that it was the case. 

Now if each individual has to learn to construct his 
own environment in this way, it is crucially important 
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that the basic discriminations should be clear-cut and 
unambiguous. There must be absolutely no doubt about 
the cliff erence between me and it, or between we and 
they. But how can such certainty of discrimination be 
achieved if our normal perception displays only a con­
tinuum? A diagram may help. Our uninhibited ( un­
trained) perception recognizes a continuum (Figure 1). 

Fig. 1. The line is a schematic representation of continuity 
in nature. There are no gaps in the physical world. 

We are taught that the world consists of 'things' distin­
guished by names; therefore we have to train our 
perception to recognize a discontinuous environment 
(Figure 2). 

Fig. 2. Schematic representation of what in nature is named. 
Many aspects of the physical world remain unnamed in natural 
languages. 

We achieve this second kind of trained perception by 
means of a simultaneous use of language and taboo. 
Language gives us the names to distinguish the things; 
taboo inhibits the recognition of those parts of the con­
tinuum which separate the things (Figure 3). 

LNAMED 'THINGS'~ 

c::ot~J 
THE ENVIRONMENT 

I NON- THINGS' 

Fig. 3. The relationship of tabooed objects to the world of 
names. 
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The same kind of argument may also be represented 
by a simplified Venn diagram employing two circles 
only. Let there be a circle p representing a particular 
verbal category. Let this be intersected by another circle 
,......, p representing the 'environment' of p, from which it 
is desired to distinguish p. If by a fiction we impose a 
taboo upon any consideration of the overlap area that 
is common to both circles, then we shall be able to per­
suade ourselves that p and ,......, p are wholly distinct, and 
the logic of binary discrimination will be satisfied 
(Figure 4). 

TABOOED OVERLAP 
"BOTH p AND -p" 

Fig. 4. The relationship between ambiguity and taboo. 

Language then does more than provide us with a 
classification of things; it actually molds our environ­
ment; it places each individual at the center of a social 
space which is ordered in a logical and reassuring way. 

In this paper I shall be specially concerned with 
verbal category sets which discriminate areas of social 
space in terms of 'distance from Ego (self).' For exam­
ple, consider the three sets (a), (b), (c). 

(a) Self · · Sister · · Cousin · . Neighbor .. Stranger 
(b) Self · · House · · Farm · · Field .. Far (Remote) 
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(c) Self · · Pet · · Livestock . . 'Game' Wild 
Animal 

For each of these three sets, the words, thus arranged, 
indicate categories that are progressively more remote 
from Self, but I believe that there is more to it than 
that. I hope to be able to show that, if we denote these 
word sets as 

(a) AI BI CI DI EI 

(b) A2 B2 C2 D2 E2 

(c) A3 B3 C3 D3 E3 

then the relational statement AI :BI :CI :DI :EI is the 
same as the relational statement A2 :B2 :C2 :D2 :E2 or 
the relational statement A3 :B3 :C3 :D3 :E3. In other 
words, the way we employ the words in set (c), a set 
of animals, allows us to make statements about the 
human relationships which belong to set (a). 

But I am going too fast. Let us go back to my theory 
of taboo. If we operate in the way I have suggested, 
so that we are only able to perceive the environment 
as composed of separate things by suppressing our 
recognition of the nonthings which fill the interstices, 
then of course what is suppressed becomes especially 
interesting. Quite apart from the fact that all scientific 
enquiry is devoted to 'discovering' those parts of the 
environment that lie on the borders of what is 'already 
known,' we have the phenomenon, which is variously 
described by anthropologists and psychologists, in which 
whatever is taboo is a focus not only of special interest 
but also of anxiety. Whatever is taboo is sacred, valu-
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able, important, powerful, dangerous, untouchable, 
filthy, unmentionable. 

I can illustrate my point by mentioning diametrically 
contrasted areas where this approach to taboo fits in 
well with the observable facts. First, the exudations of 
the human body are universally the objects of intense 
taboo--in particular, feces, urine, semen, menstrual 
blood, hair clippings, nail parings, body dirt, spittle, 
mother's milk.* This fits the theory. Such substances 
are ambiguous in the most fundamental way. The child's 
first and continuing problem is to determine the initial 
boundary. "What am I, as against the world?" "Where 
is the edge of me?" In this fundamental sense, feces, 
urine, semen, and so forth, are both me and not me. 
So strong is the resulting taboo that, even as an adult 
addressing an adult audience, I cannot refer to these 
substances by the monosyllabic words which I used as 
a child but must mention them only in Latin. But let us 
be clear, it is not simply that these substances are felt 
to be dirty-they are powerful; throughout the world 
it is precisely such substances that are the prime ingre­
dients of magical 'medicines.' 

At the opposite extreme, consider the case of the 
sanctity of supernatural beings. Religious belief is 
everywhere tied in with the discrimination between liv­
ing and dead. Logically, life is simply the binary antith­
esis of death; the two concepts are the opposite sides of 

• An interesting and seemingly unique partial exception to this 
catalogue is 'tears.' Tears can acquire sacredness, in that the tears of 
Saints have been turned into relics and tears are proper at sacred situa­
tions, e.g., funerals, but tears are not, I think, felt to be dirty or con­
taminating after the manner of other exudations. 
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the same penny; we cannot have either without the other. 
But religion always tries to separate the two. To do 
this it creates a hypothetical 'other world' which is the 
antithesis of 'this world.' In this world life and death 
are inseparable; in the other world they are separate. 
This world is inhabited by imperfect mortal men; the 
other world is inhabited by immortal nonmen (gods). 
The category god is thus constructed as the binary an­
tithesis of man. But this is inconvenient. A remote god 
in another world may be logically sensible, but it is 
emotionally unsatisfying. To be useful, gods must be 
near at hand, so religion sets about reconstructing a 
continuum between this world and the other world. But 
note how it is done. The gap between the two logically 
distinct categories, this world/ other world, is filled in 
with tabooed ambiguity. The gap is bridged by super­
natural beings of a highly ambiguous kind-incarnate 
deities, virgin mothers, supernatural monsters which are 
half man/half beast. These marginal, ambiguous crea­
tures are specifically credited with the power of mediat­
ing between gods and men. They are the object of the 
most intense taboos, more sacred than the gods them­
selves: In an objective sense, as distinct from theoretical 
theology, it is the Virgin Mary, human mother of God, 
who is the principal object of devotion in the Catholic 
church. 

So here again it is the ambiguous categories that 
attract the maximum interest and the most intense feel­
ings of taboo. The general theory is that taboo applies 
to categories which are anomalous with respect to clear­
cut category oppositions. If A and B are two verbal 
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categories, such that B is defined as "what A is not" 
and vice versa, and there is a third category C which 
mediates this distinction, in that C shares attributes of 
both A and B, then C will be taboo. 

But now let us return to a consideration of English 
animal categories and food taboos. 

Animal and Food Names in English 

How do we speakers of English classify animals, and 
how is this classification related to the matters of kill­
ing and eating and verbal abuse? 

The basic discrimination seems to rest in three words: 

Fish creatures that live in water. A very elastic 
category, it includes even crustacea­
'shell fish.' 

Birds two-legged creatures with wings which 
lay eggs. (They do not necessarily fly, 
e.g., penguins, ostriches.) 

Beasts four-legged mammals living on land. 

Consider Table l. All creatures that are edible are 
fish or birds or beasts. There is a large residue of crea­
tures, rated as either reptiles or insects, but the whole 
of this ambiguous residue is rated as not food. All rep­
tiles and insects seem to be thought of as evil enemies 
of mankind and liable to the most ruthless extermi­
nation. Only the bee is an exception here, and signifi­
cantly the bee is often credited with quite superhuman 
powers of intelligence and organization. The hostile 
taboo is applied most strongly to creatures that are most 
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* The species underlined on the bottom line are those which appear to be specially loaded with taboo values, 
as indicated by their use in obscenity and abuse or by metaphysical associations or by the intrusion of euphemism. 
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anomalous in respect of the major categories, e.g. 
snakes-land animals with no legs which lay eggs. 

The fact that birds and beasts are warm-blooded and 
that they engage in sexual intercourse in a 'normal' way 
makes them to some extent akin to man. This is shown 
by the fact that the concept of cruelty is applicable to 
birds and beasts but not to fish. The slaughter of farm 
animals for food must be carried out by 'humane' 
methods;* in England we even have humane rat traps! 
But it is quite proper to kill a lobster by dropping it 
alive into boiling water. Where religious food taboos 
apply, they affect only the warm-blooded, near human, 
meat of birds and beasts; hence Catholics may eat fish 
on Fridays. In England the only common fish subject 
to killing and eating restrictions is the salmon. This ig 
an anomalous fish in at least two respects; it is red­
blooded and it is simultaneously both a sea fish and a 
fresh water fish. But the mammalian beasts are much 
closer to man than the egg-laying birds. The Society for 
the Prevention of Cruelty to Animals, the Anti-Vivisec­
tion Society, Our Dumb Friends League and such organi­
zations devote most of their attention to four-footed 
creatures, and as time is short I shall do the same. 

Structure of Food and Kinship Terminologies 

Anthropologists have noted again and again tha1 
there is a universal tendency to make ritual and verbal 
associations between eating and sexual intercourse. It i! 

• The word humane has become distinguished from human only sine' 
the 17th century. 
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thus a plausible hypothesis that the way in which ani­
mals are categorized with regard to edibility will have 
some correspondence to the way in which human beings 
are categorized with regard to sex relations. 

Upon this matter the anthropologists have assembled 
a vast amount of comparative data. The following gen­
eralization is certainly not a universal, but it has a 
very wide general validity. From the point of view of 
any male SELF, the young women of his social world 
will fall into four major classes: 

l. Those who are very close-'true sisters,' always 
a strongly incestuous category. 

2. Those who are kin but not very close-'first 
cousins' in English society, 'clan sisters' in many types 
of systems having unilineal descent and a segmentary 
lineage organization. As a rule, marriage with this 
category is either prohibited or strongly disapproved, 
but premarital sex relations may be tolerated or even 
expected. 

3. Neighbors (friends) who are not kin, potential 
affines. This is the category from which SELF will 
ordinarily expect to obtain a wife. This category con­
tains also potential enemies, friendship and enmity 
being alternating aspects of the same structural rela­
tionship. 

4. Distant strangers-who are known to exist but 
with whom no social relations of any kind are possible. 

Now the English put most of their animals into four 
very comparable categories: 
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l. Those who are very close-'pets,' always strongly 
inedible. 

2. Those who are tame but not very close-'farm 
animals,' mostly edible but only if immature or cas­
trated. We seldom eat a sexually intact, mature farm 
beast.* 

3. Field animals, 'game'-a category toward which 
we alternate friendship and hostility. Game animals live 
under human protection but they are not tame. They 
are edible in sexually intact form, but are killed only 
at set seasons of the year in accordance with set hunting 
rituals. 

4. Remote wild animals-not subject to human con­
trol, inedible. 

Thus presented, there appears to be a set of equivalents 

incest prohibition 

marriage prohibition coupled 
with premarital sex relations 

marriage alliance, friend/ 
enemy ambiguity 

no sex relations with remote 
strangers 

inedible 

castration coupled with edi­
bility 

edible in sexually 
form; alternating 
ship /hostility 

intact 
friend-

remote wild animals are in­
edible 

That this correspondence between the categories of 
sexual accessibility and the categories of edibility is 
rather more than just an accident is shown by a further 
accident of a linguistic kind. The archaic legal expres-

* Two reasons are usually offered for castrating farm animals. The 
first, which is valid, is that the castrated animal is more amenable to 
handling. The second, which I am assured is scientifically invalid, is 
that a castrated animal produces more succulent meat in a shorter time. 
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sian for game was beasts of venery. The term venery had 
the alternative meanings, hunting and sexual indulgence. 

A similar accident yields the phonemic resemblance 
between venery and venerate which is reminiscent of 
that between quean and queen. Sex and authority are 
both sources of taboo (respect) but in contrary senses. 

A fifth major category of English animals which cuts 
across the others, and is significantly taboo·loaded, is 
vermin. The dictionary definition of this word IS com­
prehensively ambiguous: 

mammals and birds injurious to game, crops, etc.; foxes, wea­
sels, rats, mice, moles, owls, noxious insects, fleas, bugs, lice, 
parasitic worms, vile persons. 

Vermin may also be described as pests (i.e., plagues). 
Although vermin and pests are intrinsically inedible, 
rabbits and pigeon, which are pests when they attack 
crops, may also be classed as game and then become 
edible. The same two species also become edible when 
kept under restraint as farm animals. I shall have more 
to say about rabbits presently. 

Before we go further, let me review the latest part 
of my argument in rather different form. The thesis is 
that we make binary distinctions and then mediate the 
distinction by creating an ambiguous (and taboo­
loaded) intermediate category. Thus: 

p both p and ,._. p -p 

man 'man-animal' not man 
(not animal) ('pets') (animal) 

TAME GAME WILD 
(friendly) (friend! y /hostile) (hostile) 
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We have already given some indication that ritual value 
(taboo) attaches in a marked way to the intermediate 
categories pets and game, and I shall have more to say 
about this, but we shall find that even more intense taboo 
attitudes are revealed when we come to consider crea­
tures which would only fit into the interstices of the above 
tabulation, e.g., goats, pigs, and horses which are not 
quite pets, rabbits which are not quite game, and faxes 
which are wild but treated like game in some respects 
(see bottom of Table 1). 

In Table 2 are listed the more familiar names of 
the more familiar English animals. These name sets 
possess certain linguistic characteristics. 

Nearly all the house pets, farm, and field (game) 
animals have monosyllabic names: dog, cat, hull, cow, 
ox, and so· on, whereas among the more remote wild 
beasts monosyllables are rare. The vocabulary is most 
elaborated in the farm category and most attenuated in 
the inedible house-pet and wild-beast categories. 

Thus farm animals have separate terms for ( 1) an 
intact male, ( 2) an intact female, ( 3) a suckling, 
( 4 Y an immature female, ( 5) a castrated male (e.g., 
bull, cow, calf, heifer, bullock, with local variants). 
This is not surprising in view of the technical require­
ments of farming, but it seems odd that the pet vocabu­
lary should be so restricted. Thus dog has only: dog, 
bitch, pup, and of these hitch is largely taboo and 
seldom used; cat has only: cat, kitten. 

If sex discrimination must be made among pets, one 
can say 'bitch' and 'tom cat.' This implies that a dog is 
otherwise presumed male and a cat female. Indeed cat 
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and dog are paired terms, and seem to serve as a para­
digm for quarreling husband and 'wife. 

Among the field animals all males are bucks and all 
females does. Among the wild animals, in a small num­
ber of species we distinguish the young as cubs. In a 
smaller number we distinguish the female as a variant 
of the male: tiger-tigress; lion-lioness; but most are 
sexless. Fox is a very special case, exceptional in all 
respects. It is a monosyllable, the male is a dog, the 
female a vixen, the young a cub. Elephants and some 
other 'zoo animals' are distinguished as bulls, cows, and 
calves, a direct borrowing from the farm-animal set. 

A curious usage suggests that we are ashamed of 
killing any animal of substantial size. When dead, bul­
lock becomes beef, pig becomes pork, sheep becomes 
mutton, calf. becomes veal, and deer becomes venison. 
But smaller animals stay as they are: lamb, hare, and 
rabbit, and all birds are the same alive or dead. Goats 
are 'nearly pets' and correspondingly (for the English) 
goat meat is nearly inedible. An English housewife 
would be outraged if she thought that her mutton was 
goat! 

Animal Abuse and Eating Habits 

Most of the monosyllables denoting familiar animals 
may be stretched to describe the qualities of human 
beings. Such usage is often abusive but not always so. 
Bitch, cat, pig, swine, ass, goat, cur (dog) are insults; 
but lamb, duck, and cock are friendly, even affectionate. 
Close animals may also serve as near obscene euphe-
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Table 2 
ENGLISH SUBCATEGORIES OF FAMILIAR ANIMALS 

Young Young Castrated Baby Carcass 
Female Male Infant malea femalea male language meat 

Dog Bitch Puppy How wow 
Hound Whelp Doggy 
Cat (Tom) Kitten Pussy 
Goat (Nanny) (Billy) Kid ? (Mutton) 
Pig Sow Boar Piglet Hoggetb Gilt Hogc Piggy Pork, bacon, ham 

Porker 
Ass Ee-yaw 
Horsed Mare Stallion Foal Colt Filly Gelding Gee-gee 
Cow (ox)e Cow Bull Calf Heifer Steer Moo-cow Veal; beef/ 

Bullock 
Sheep Ewe Ram Lamb Teg Baa-lamb Mutton 
Fowl Hen Cock Chick Cockerel Pullet Capon ? Chicken 
Duck Duck Drake Duckling Quack-quack 
Goose Goose Gander Gosling 
Pigeon Squab t'1 

1:1 Rabbit Doe Buck Bunny ~ 
Hare Doe Buck Leveret c:: 

~ Deer Doe Buck Venison 1:1 
Hind Stagu t"' 

t'1 Swan Cygnet > 
Fox Vixen Dog Cub II (") 

~ 



a Other sex distinctions: 
Most birds other than duck and goose may be dis­

tinguished as cocks and hens. 
The whale, walrus, elephant, moose, and certain other 

large animals are distinguished as bulls and cows. 
Lion and tiger are presumed male since they have 

feminine forms lioness, tigress. 
The female of certain other species is marked by pre­

fixing the pronoun 'she'; thus, she-bear. 
b Hogget-a boar in its second year. The term may 

also apply to a young horse (colt) or to a young sheep 
( teg). 

c Hog-may also refer to pigs in general as also swine. 

cl Note also pony, a small horse suitable for children. 
c Ox (Oxen)-properly the term for the species in 

general, but now archaic and where used at all refers to 
a castrated male. The common species term is now cow 
(cows) or cattle. Cattle is in origin the same as capi· 
tal = 'live stock.' The archaic plural of cow is kine 
(cf. kin). 

I Beef-in singular= dead meat, but beeves plural 
refers to live animals = bullocks. 

o Hart-an old stag with sur-royal antlers. 
h. Cub (whelp)-includes young of many wild animals: 

tiger, bear, otter, etc. 
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misms for unmentionable parts of the human anatomy. 
Thus cock= penis, pussy= female pubic hair, and, 
in America, ass = arse. 

The principle that the close, familiar animals are 
denoted by monosyllables is so general that the few 
exceptions invite special attention. The use of phoneti­
cally complex terms for 'close' animals seems always 
to be the result of a euphemistic replacement of a 
tabooed word. Thus donkey has replaced ass, and rabbit 
has replaced coney. This last term now survives only 
in the fur trade where it is pronounced to rhyme with 
Tony, but its etymological derivation is from Latin 
cuniculus, and the 18th century rabbit was a cunny, 
awkwardly close to cunt, which only became printable 
in English with the licensed publication of Lady Chat­
terley's Lover. It is interesting that while the adult 
cunny has switched to the innocuous rabbit, baby lan­
guage has retained bunny. I gather that in contemporary 
New York a Bunny Club has at least a superficial resem­
blance to a London eighteenth century Cunny House.* 

Some animals seem to carry an unfair load of abuse. 
Admittedly the pig is a general scavenger but so, by 
nature, is the dog and it is hardly rational that we 
should label the first 'filthy' while making a household 
pet of the second. I suspect that we feel a rather special 
guilt about our pigs. After all, sheep provide wool, 

. * !n general, birds fall outside the scope of this paper, but while con­
Sidenng the ambiguities introduced by the accidents of linguistic homo­
nyms ;.ve may note that all edible birds are fowl (i.e., foul= filthy); 
~hat p~g~hn has replaced dove, perhaps bceause of the association of the 
atte.r lit l the Holy Ghost; and that the word squabble (a noisy quarrel, 
p~rticu ar Y between married couples) is derived from squab, a young 
pigeon. 
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cows provide milk, chickens provide eggs, but we rear 
pigs for the sole purpose of killing and eating them, 
and this is rather a shameful thing, a shame which 
quickly attaches to the pig itself. Besides which, under 
English rural conditions, the pig in his backyard pig­
sty was, until very recently, much more nearly a mem­
ber of the household than any of the other edible 
animals. Pigs, like dogs, were fed from the leftovers 
of their human masters' kitchens. To kill and eat such 
a commensal associate is sacrilege indeed! 

In striking contrast to the monosyllabic names of the 
close animals, we find that at the other end of the scale 
there is a large class of truly wild animals, most of 
which the ordinary individual sees only in a zoo. Such 
creatures are not classed as potential food at all. To 
distinguish these strangers as lying outside our English 
social system, we have given them very long semi-Latin 
names-elephant, hippopotamus, rhinoceros, and so 
forth. This is not due to any scholastic perversity; these 
words have been a part of the vernacular for a thousand 
years or so. 

The intermediate category of fully sexed, tame-wild, 
field animals which we may hunt for food, but only in 
accordance with set rules at special seasons of the year, 
is in England now much reduced in scope. It now com­
prises certain birds (e.g., grouse, pheasant, partridge), 
hares, and, in some places, deer. As indicated already, 
rabbits and pigeons are both marginal to this category. 
Since all these creatures are protected for part of the 
year in order that they may be killed in the other, the 
collective name game is most appropriate. Social an-
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thropologists have coined the expression joking relation­
ship for a somewhat analogous state of affairs which is 
frequently institutionalized between affinally related 
groups among human beings. 

Just as the obscene rabbit, which is ambiguously game 
or vermin, occupies an intermediate status between the 
farm and field categories (Table 1), the fox occupies 
the borderline between edible field and inedible wild 
animals. In England the hunting and killing of foxes is 
a barbarous ritual surrounded by extraordinary and 
fantastic taboos. The intensity of feeling aroused by 
these performances almost baffles the imagination. All 
attempts to interfere with such customs on the grounds 
of 'cruelty' have failed miserably. Some aspects of fox­
hunting are linguistic and thus directly relevant to my 
theme. We find, for example, as commonly occurs in 
other societies in analogous contexts, that the sacredness 
of the situation is marked by language inversions, the 
use of special terms for familiar objects, and so on. 

Thus foxes are hunted by packs of dogs and, at the 
conclusion of the ritual killing, the fox has its head and 
tail cut off, which are then preserved as trophies, but 
none of this may be said in plain language. It is the 
fox itself that can be spoken of as a dog, the dogs are 
described as hounds, the head of the fox is a mask, its 
tail a brush, and so on. It is considered highly improper 
to use any other words for these things. 

Otters, stags, and hares are also sometimes hunted in 
a comparable ritual manner, and here again the hunt­
ing dogs change their identity, becoming either hounds 
or beagles. All of which reinforces my original bypath-
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esis that the category dog, in English, is something very 
special indeed. 

'The implication of all this is that if we arrange the 
familiar animals in a series according to their social 
distance from the human SELF (Table l, bottom) then 
we can see that the occurrence of taboo (ritual value), 
as indicated by different types and intensities of killing 
and eating restrictions, verbal abuse, metaphysical asso­
ciations, ritual performance, the intrusion of euphe­
mism, etc., is not just randomly distributed. The vari­
eties of taboo are located at intervals across the chart 
in such a way as to break up the continuum into sections. 
Taboo serves to separate the SELF from the world, and 
then the world itself is divided into zones of social 
distance corresponding here to the words farm, field, 
and remote. 

I believe that this kind of analysis is more than just 
an intellectual game; it can help us to understand a 
wide variety of our nonrational behavior. For example, 
anyone familiar with the literature will readily perceive 
that English witchcraft beliefs depended upon a confu­
sion of precisely the categories to which I have here 
drawn attention. Witches were credited with a power 
to assume animal form and with possessing spirit famil­
iars. The familiar might take the form of any animal 
but was most likely to appear as a dog, a cat, or a toad. 
Some familiars had no counterpart in natural history; 
one was described as having "paws like a bear but in 
bulk not fully as big as a coney." The ambiguity of 
such creatures was taken as evidence of their super­
natural qualities. As Hopkins, the celebrated seventeenth 
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century witchfinder, remarked, "No mortal alone could 
have invented them." 

But my purpose has been to pose questions rather 
than to offer explanations. The particular diagrams 
which I have presented may not be the most useful ones, 
but at least I have established that the English language 
classification of familiar animals is by no means a sim­
ple matter; it is not just a list of names, but a complex 
pat~ern of identifications subtly discriminated not only 
in kind but in psychological tone. Our linguistic treat­
ment of these categories reflects taboo or ritual value, 
but these are simply portmanteau terms which cover a 
complex of feeling and attitude, a sense perhaps that 
aggression, as manifested either in sex or in killing, is 
somehow a disturbance of the natural order of things, 
a kind of necessary impiety. 

A Non-European Example 

If this kind of analysis were applicable only to the 
categories of the English language it would amount to 
no more than a parlor game. Scientifically speaking, 
the analysis is interesting only in so far as it opens up 
the possibility that other languages analyzed according 
to similar procedures might yield comparable patterns. 
A demonstration on these lines is not easy: one needs 
to know a language very well indeed before one can 
play a game of this kind. Nevertheless it is worth trying. 

Kachin is a Tibeto-Burman language spoken by hill 
tribesmen in Northeast Burma. Since it is grammatically 
and syntactically wholly unlike any Indo-European 
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language it should provide a good test case. At one time 
I spoke the language fluently though I cannot do so now. 
I have a firsthand anthropological understanding of 
Kachin customary behaviors. 

Kachin is essentially a monosyllabic language in 
which discrimination is achieved by varying the 'pre­
fixes' of words rather than by tonal variation, though, 
as in other Tibeto-Burman languages, tones play their 
part. It follows that homonyms are very common in this 
language, and the art of punning and double entente 
is a highly developed cultural feature. A special form 
of lovers' poetry ( nchyun ga) depends on this fact. A 
single brief example will suffice as illustration: 

Jan du gawng lawng 
At sunset the clapper of the cattle bell 

sharat a lo 
swings back and 

forth. 
Mai bawt gawng nu sharat a lo * 

The (buffalo's) short tail and the base of the bell are wagged. 

Nothing could he more superficially 'innocent' than 
this romantic image of dusk and cattle bells. But the 
poem takes on a very different appearance once it is 
realized that jan du (the sun sets) also means 'the girl 
comes (has an orgasm)' while mai bawt (the short tail) 
is a common euphemism for the human penis. The rest 
of the Freudian images can easily be worked out by 
the reader! 

On the other hand, it cannot be said that the Kachin 
is at all 'foulmouthed.' Precisely because of his culti­
vated expertness at double entente, he can almost al-

* All Kachin linguistic usages cited here except the obscene connota­
tion of jan du can be verified from 0. Hanson (1906). 
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ways appear to be scrupulously polite. But verbal 
obscenities do exist, including what I have called ani­
mal abuse; the latter are mainly concentrated around 
the dog (gwi). 

Kachins are a primitive people living in steep moun­
tained forest country. Their diet consists mainly of rice 
and vegetables, but they keep cattle, pigs, and fowls. 
There are very few edible creatures which they will not 
~at, though they draw the line at dogs and rats and hu­
man beings. The domesticated animals are killed only 
in the context of a sacrificial ritual. The meat of such 
sacrifices is eaten by members of the attendant congre­
gation, and sacrifices are frequent. Despite this fre­
quency, the occasion of a sacrifice is a sacred occasion 
( na) and there is a sense in which all domestic animals 
are sacred. 

Until very recently the Kachins had an institution 
of slavery. It is an indication of their attitude to animals 
rather than of their attitude to slaves that a slave was 
classed as a yam, a category which includes all domesti­
:ated animals. It is also relevant that the word ni mean­
Ing near also means tame. 

The linguistic correlates of all this are not simple. 
I~ general, everything that has a place in ritual occa­
Sions falls into the wide category WU (U) meamng 
pollution. This has sundry subcategories: 

(a) birds 
(b) various species of bamboo 
(c) creatures classed as nga-mainly fish and cattle 
(d) creatures classed as wa-mainly human beings 

and pigs. 
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Ignoring the human beings and the bamboo, this is 
a category of polluted foods, i.e., foods which may 
properly be eaten only in the context of sacrifice. It 
contrasts with ordinary clean food and meat (shat, 
shan). Other creatures such as dog (gwi) and rat (yu) 
may sometimes be offered in sacrifice, but these would 
not be eaten except as part of some special magical 
performance. I have arranged these and other terms 
(Table 3) on a scale of social distance comparable to 
that shown for English language categories in Table l. 
The parallels are very striking. Let us consider the items 
in this table reading from left to right, that is to say, 
from very close to very far. 

The closest creatures are the dog and the rat. Both 
are inedible and heavily loaded with taboo. To call a 
man a dog is an obscenity; yu (rat) also means witch­
craft. In some contexts it may also mean affinal relative 
on the wife's or mother's side. For a variety of struc­
tural reasons which I have described in other publica­
tions, a Kachin's feelings toward these mayu ni are 
ordinarily highly ambivalent. My wife's mother, a 
strongly incestuous category, is ni, which we have al­
ready seen also means very near, and tame. 

The domesticated creatures that are edible if sacri­
ficed have been considered already. These 'farm' crea­
tures are much more closely identified with the self 
than the corresponding English categories. They are as 
human as slaves; they all live in the same house as their 
owners. The term wa (pig) also means man, father, 
tooth. It is veritably a part of 'me'! 

In the English schema I suggested that field (game) 



Table 3 
KACHIN CATEGORIES OF FAMILIAR ANIMALS (for comparison with bottom three lines of Table 1) 

Alternative 
English 
meanings of 
Kachin animal 
names in 
line above 

HOUSE 
(inedible) 

SELF-~-rat 

I I 
~ yu 

(witch) 

FARM 
(edible if 
sacrificed) 

pig-cattle 

wu 
~ .. - .... 
wa nga 

FOREST 
(edible, no rules) 

(near) (far) 

small deer . .;... large deer. 

I l I I 
~ tsu shan shat 

I I \ 
(feces) (ghost) (meat) (food) 

REMOTE 
(inedible) 

elephant- tiger 

I I 
gwi !_aw 

I 
(monster) 

C/l 
co 

t'1 
0 
;:: 
c:: 
2! 
0 

t"' 
t'1 
> 
("') 

p;:: 
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animals have the same structural position, in terms of 
social distance, as the category of potential wives. In 
the Kachin case the category of animals comparable to 
English game are the forest animals hunted for meat. 
They live in the forest ( nam). Now the Kachin have a 
prescriptive rule of marriage which requires a man to 
marry a girl of a certain category; this category is also 
nam. But in other respects the Kachin case is the inverse 
of the English situation. An Englishman has free choice 
in obtaining a wife, but he must go further afield than 
a first cousin; on the other hand he hunts his game ac­
cording to precise rules. In contrast the Kachin has his 
category of possible wives defined in advance and, as 
first preference, should choose a particular first cousin 
(the mother's brother's daughter). But he is subject to 
no rules when he hunts in the forest. 

The creatures of the forest which are thus obtained 
for meat by hunting are mainly deer of various sizes. 
The smaller ones are found close to the village. Like 
the English rabbit these are regarded as vermin as well 
as game, since they raid the rice fields. The larger deer 
are found in the deep forest. There are in all four cate­
gories of deer: hkyi and tsu are both small species living 
close in, shan and shat are large creatures living far out. 
All these words have homonym meanings: hkyi: feces, 
filth; tsu: a disembodied human spirit, ghost; shan: 
ordinary (clean) meat food; shat: ordinary (clean) 
food of any kind. 

Thus the pattern is quite consistent. The more remote 
animals are the more edible, and the homonym mean-
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ings of the associated words become less taboo loaded 
as the social distance is increased. 

However, the over-all situation is not quite so simple. 
Monkeys of many kinds abound. They are sometimes 
eaten, occasionally tamed as pets, and their blood is 
credited with magical aphrodisiac qualities. They seem 
to be thought of as wild animals rather abnormally close 
to man, like the little deer tsu. A monkey is woi, a term 
which also means grandmother. The status of squirrels 
is very similar. The squirrel figures prominently in 
Kachin mythology, since it was the death of a squirrel 
that led man to become mortal. Squirrels are hunted 
and eaten, but again the attitude is ambiguous. Squir­
rels are mai (tails), but mai as we have already seen 
means a human penis. 

Moreover, as remoteness is increased, we finally 
reach, as in English, a category of unknown and there­
fore inedible creatures, and the pattern is then reversed. 
There are two great beasts of the forest which the ordi­
nary Kachin knows about but seldom sees. The first is 
the elephant, called magwi but also gwi. Since gwi is 
a d_og this may seem odd, but the usage is very similar 
to that by which the English call the male fox a dog. 
The other is the tiger ( sharaw, raw) which stands as the 
prototype for all fabulous monsters. Numraw, literally 
woman tiger, is a creature which figures prominently in 
Kachin mythology; she (?) has many attributes of thE 
Sphinx in the Oedipus story, an all-devouring horror oJ 
uncertain sex, half man, half beast.* 

* This greatly simplifies a very complex mythological category_ Th 
numraw (also maraw) are 'luck' deities, vaguely comparable to th 
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This over-all pattern, as displayed in Table 3, is cer­
tainly not identical to that found in English, but it is 
clearly very much the same kind of pattern, and the 
resemblances seem too close to be the product of either 
mere accident, as that phrase would ordinarily be under­
stood, or the obsessional prejudices of myself as inves­
tigator. I suggest that the correspondences are at least 
sufficient to justify further comparative studies. On the 
other hand, I readily agree that it is easy to be over­
persuaded by such evidence, especially when dealing 
with a language such as Kachin where the incidence of 
homonyms is very high. 

In writing of English I suggested that there was a 
correspondence between the sequence of sex relation­
ships: sister (incest) ; cousin (premarital relations pos­
sible, no marriage) ; neighbor (marriage possible) ; 
stranger (marriage impossible) ; and the sequence of 
'edibility relationships' displayed in Table 1. How far 
does this apply for Kachin? How does one make the 
comparison? The difficulty is that Kachin has a kinship 
system quite different from that of English. True sisters 
are a strongly incestuous category, but remote classifi­
catory clan sisters are persons with whom liaisons are 
possible but marriage is not. Elder sister is na and 
younger sister is nau. The homonyms are na, a sacred 
holiday, an occasion on which a ritual sacrifice is made; 
nau, a sacred dance occurring on na occasions to the 
accompaniment of sacrifice. This of course fits very 

furies (erinyes) of Greek mythology. The numraw are not always female 
nor always of one kind. Baren r.umraw lives in the water and seems to 
be thought of as some kind of alligator, wa numraw is presumably a 
wild boar, and so on. 
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nicely with my thesis, for Table 3 can now be translated 
into human as opposed to animal relationships (in 
Table 4) thus: 

Table 4 
KACHIN CATEGORIES OF HUMAN RELATIONSHIPS 

incest no marriage, marriage remote 
illicit relations nonrelative 

SELF NI NA/NAU NAM RAW* 

mother- 'sister' marriageable 
in-law cross-cousin 

near sacred occasion forest forest fire 

(inedible) (edible if (edible) (inedible) 
sacrificed) 

* There are two relevant homonyms of raw = tiger. Raw as a verb 
means cease to be related; it applies in particular v.hen two affinally 
related groups cease to recognize their relationship. Raw also means 
forest fire. It is thus the dangerous aspect of the forest, where nam is 
friendly. 

Perhaps all this is too good to be true, but I think 
that it deserves further investigation. 

Those who wish to take my argument seriously might 
well consider its relevance to C. Levi-Strauss's most re­
markable book La pensee sauvage ( 1962). Though 
fascinated by that work I have also felt that some dimen­
sion to the argument is missing. We need to consider 
not merely that things in the world can be classified as 
sacred and not sacred, but also as more sacred and less 
sacred. So also in social classifications it is not sufficient 
to have a discrimination me/it, we/they; we also need 
a graduated scale close/far, more like me/less like me. 
If this essay is found to have a permanent value it will 
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be because it represents an expansion of Levi-Strauss's 
thesis in the direction I have indicated. 
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ERIC H. LENNEBERG* 

A Biological Perspective 

of Language 

The Relevance of Biology 

At first it may seem as if biology had little to add 
to our knowledge of speech and language beyond the 
general and somewhat vague comparison of human 
communication with animal communication. I would 
like here to raise the question of whether there might not 
be biological endowments in man that make the human 
form of communication uniquely possible for our 
species. 

The chief reasons for suspecting such specific bio­
logical propensities for our ability to acquire language 
are these: 
l. Anatomic and physiologic correlates. There is in­
creasing evidence that verbal behavior is related to a 
great number of morphological and functional speciali-

* Harvard University and Children's Medical Center. 
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zations such as oropharyngeal morphology (DuBrul, 
1958); cerebral dominance (Ajuriaguerra, 19?7; 
Mountcastle, 1962); specialization of cerebrocortical 
topography; special coordination centers (or foci) for 
motor speech; specialized temporal pattern perception; 
special respiratory adjustment and tolerance for pro­
longed speech activities; and a long list of sensory and 
cognitive specializations prerequisite for language per­

ception.* 
2. Developmental schedule. The onset of speech is an 
extremely regular phenomenon, appearing at a certain 
time in the child's physical development and following 
a fixed sequence of events, as if all children foil owed 
the same general "strategy" from the time they begin 
to the period at which they have mastered the art of 
speaking (Lenneberg, 1964; Morley, 1957; Weir, 
1962). The first things that are learned are principles­
not items: principles of categorization and pattern per· 
ception. The first words refer to classes, not unique ob 
jects or events. The sounds of language and the configu 
ration of words are at once perceived and reproducec 
according to principles; they are patterns in time, an< 
they never function as randomly strung up items. Fron 
the beginning, very general principles of semantics an~ 
syntax are manifest. Even if the maturational scale as . 
whole is distorted through retarding disease, the orde 
of developmental milestones, including onset of speed 
remains invariable (Lenneberg, Nichols, and Rose1 
berger, 1964). Onset and accomplishment of languag 

* More detailed treatment of this and the following point may 1 

found in my forthcoming book, The Biological Foundation of Langual 
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learning do not seem to be affected by cultural or lin­
guistic variations. 
3. Difficulty in suppressing language. The ability to 
learn language is so deeply rooted in man that children 
learn it even in the face of dramatic handicaps. Con­
genital blindness has no obvious effect on word acqui­
sition even though there is only a small fraction of 
words whose referents can be defined tactually. Con­
genital deafness has a devastating effect on the vocal 
facilit"ation for speech, yet presentation of written 
material enables the child to acquire language through 
a graphic medium without undue difficulties. Children 
suffering from gross and criminal parental neglect, or 
who have parents who have no spoken language what­
ever, as in the case of adult congenitally deaf parents, 
may nevertheless learn to speak with only a minimal 
delay, if any, according to research now in progress. 
4. Language cannot be taught. There is no evidence 
that any nonhuman form has the capacity to acquire 
even the most primitive stages of language development. 
The vocalization skills and the behavioral responses to 
verbal commands that we find in a few species can be 
shown to bear merely a superficial resemblance to 
human verbal behavior. In each case it can be demon­
strated that their behavior is based on fundamentally 
different principles from those in humans. The differ­
ence is not merely a quantitative one but apparently a 
qualitative one (Lenneberg, l962b). No one has demon­
strated that a subhuman form can acquire the principles 
of speech perception in terms of phonemic analysis, of 
understanding the syntactic structure of a sentence, or 
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of imparting the total semantic domain of any word, be 
it concrete or abstract. 
5. Language universals. Although language families 
are so different, one from the other, that we cannot find 
any historical connection between them, every language, 
without exception, is based on the same universal prin­
ciples of semantics, syntax, and phonology. All lan­
guages have words for relations, objects, feelings, and 
qualities, and the semantic differences between these 
denotata are minimal from a biological point of view. 
According to a number of modern grammarians ( Chom­
sky, 1957; Greenberg, 1963; Hartmann, 1961; Hjelm­
slev, 1953) working quite independently of each other, 
syntax of every language shows some basic, formal prop­
erties, or, in other words, is always of a peculiar alge­
braic type. Phonologically, all languages are based on 
a common principle of phonematization even though 
there are phonemic divergences. 

Language universals are the more remarkable as the 
speakers live in vastly different types of cultures rang­
ing from an essentially neolithic type to the highly com­
plex cultural systems of Western civilization. Further, 
language and its complexity is independent of racial 
variation. It is an axiom in linguistics that any human 
being can learn any language in the world. Thus, even 
though there are cliff erences in physical structure, the 
basic skills for the acquisition of language are as uni­
versal as bipedal gait.* 

* In .an earlier paper (Lenneberg, 1961) I h~ve defended the claim 
that umversal features of language cannot be sa1d to be either the most 
efficient or the most useful solution to acoustic communication except 
in a trivial sense: i.e., most useful for an organism that has the biological 
characteristics of man alone. 
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Owing to these considerations, it becomes plausible 
to hypothesize that language is a species-specific trait, 
based on a variety of biologically given mechanisms. 
Our task for the future is to discover and describe 
these mechanisms in greater detail than has been at­
tempted so far. 

This formulation poses three major problems which 
I shall now attempt to deal with: 

1. Is uniqueness of behavior or farm acceptable in 
the light of evolution? 

2. Is there evidence for a genetic basis of language 
propensity? 

3. Is language propensity a simple consequence of a 
general increase in "intellectual capacity," or must we 
assume some "language-specific" correlates? 

Uniqueness of Species Characteristics 

The discovery of a unique behavioral trait in a species 
need not mystify us, first, because we have beep. made 
aware by ethologists that speciation affects not only 
anatomy but also behavior, and that there are count­
less species with unique behavior patterns, and second, 
because uniqueness is to be expected from the evolu­
tionary process itself. 

There are two main processes in evolution: (I) dado­
genesis, i.e., the process of branching out into newer 
and newer species; and (2) anagenesis or phyletic evo­
lution, i.e., the process by which an entire species gradu­
ally undergoes change over time. If a given species fails 
to split up into isolated populations for a long period of 



70 ERIC H. LENNEBERG 

time (or if only one of the newly resulting species sur­
vives), an animal with relatively unique traits will 
emerge. If the species has undergone anagenetic evolu­
tion, it will further deepen the gap between itself and 
its next of kin. According to Dobzhansky (1962), man's 
recent history is marked primarily by anagenesis; ex­
tinction of more closely related species has also taken 
place, as shown in Figure l. 
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::) z <! 
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0 z a... _j 

en <! ~ 0: z 
en 0: :r: 0 <! 
<.9 0 (.) <.9 ~ 
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PLIOCENE 

MIOCENE 

OLIGOCENE 

EOCENE 

Fig. 1. Schema of the evolution of the Hominoidea. 
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The fact that man communicates with man is not a 
unique zoological phenomenon. Most animals have inter­
and intraspecies communication systems, and among 
mammals there is usually vocal communication. How­
ever, the behavioral traits of animal communication 
cannot be ordered like a genetic tree and the phylogenetic 
relations among vertebrates, derived from comparative 
morphology, are not reflected in the taxonomy of their 
communication behavior. Many species have evolved 
highly specialized communication systems, such as the 
honeybee, many bird species, and dolphins. Neither 
these systems nor a dog's response to human commands 
represent primitive stages of human communication. 
Nor is there evidence that the communication of mon­
keys and apes constitutes a gradual approximation 
toward language. The empirically determined primitive 
beginnings of language in man (in the 18-months-old 
infant or in feeble-minded individuals) are behaviorally 
very different from the signals that animals emit for 
each other. Many animal communication systems are 
probably evolutionary offshoots, as is man's, and cross­
species comparisons must be carried out 'vith great 
caution. 

Genetic Foundations 

The genetic foundation of many types of behavior is 
widely recognized today (Fuller and Thompson, 1960; 
Hall, 1951). It is not assumed, however, that specific 
behavioral traits are directly produced by definite genes, 
but merely that propensities for certain behavior are 
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inherited. This may be through changes in sensitivity 
thresholds or inherited perceptual, motor, or cognitive 
skills, such as changes in memory capacity (Rensch, 
1954). Nevertheless, a unique or species-specific con­
figuration of thresholds and skills may result through 
inherited propensities which make specific behavior 
uniquely possible. It is generally agreed that genes al­
ways affect a number of characters; this phenomenon 
is called pleiotropism. Pleiotropism is due to intra­
molecular rearrangements and may have in its wake 
disarrangements in the balance and harmony of embryo­
logical processes, particularly differentiation rates of 
tissues and growth gradients within the body. It is im­
portant to remember here that the developmental process 
is the unfolding of a continuously and precariously 
balanced affair where every single event is intimately 
related to a number of other events. Therefore, it is 
likely that genes often act on more than one property 
without interfering at the same time with the balance 
in other parts of the system. According to this view 
(Caspari, 1958), it is surprising that genetic changes 
are possible that are confined, phenotypically, to rela­
tively circumscribed phenomena or, to put it differently, 
that, despite the frequent small changes that occur in 
the genotype, many characteristics of a species remain 
so completely stable. 

Caspari explains the resistance of many characteris­
tics to genetic change by postulating a gradient of "pro­
tection" against pleiotropic action. Thus, certain traits 
may be better established or more deeply rooted than 
others. Those that are well established tend to remair 



A BIOLOGICAL PERSPECTIVE OF LANGUAGE 73 

unaffected, even if genetic change has brought about 
thorough transfiguration of form and function in an 
individual. If, on the other hand, a given trait is not 
well protected, it is liable to change whenever there is 
any genetic disturbance interfering with the original 
state of balance. This is called polygenic inheritance, 
i.e., many different gene actions are capable of bring­
ing about a given condition. Fertility is an example of 
polygenic inheritance in that it is very easily altered; 
most mutations are likely to affect it. 

How do these concepts apply to language? The famil­
ial occurrence of language disabilities has been ob­
served since the beginning of medicine. In recent years 
many reliable and careful studies have been published 
(Drew, 1956; Eustis, 1947; Gallagher, 1950; Hallgren, 
1950; Luchsinger, 1959; Orton, 1930; Pfaendler, 
1960), and the entire literature has been reviewed by 
Brewer ( 1963). On the basis of a carefully controlled 
and objective investigation of an entire family with con­
genital language disability (Fig. 2), Brewer concludes 

Fig. 2. Pedigree of a family with hereditary specific lan­
guage disability. Circles are females; squares are males. Pres­
ence of trait is shown as solid symbols (Brewer, 1963). 
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that "specific language disability is a dominant, sex­
influenced, or partially sex-linked trait with almost com­
plete penetrance." In cases such as Brewer's there is 
never a total absence of language but merely a combina­
tion of certain deficits, including markedly delayed onset 
of speech, poor articulation persisting into the teens, 
poorly established hand preference, marked reading 
difficulties, either complete inability or marked diffi­
culty for acquisition of second languages. Intelligence 
is usually not affected. 

More direct evidence for the genetic basis of lan· 
guage comes from the work of Moorhead, Mellman, 
and Wenar (1961) who have made chromosome counts 
of a family in which a mother (Fig. 3) and four of her 
five children had a chromosomal abnormality associated 
with varying degrees of mental retardation and a strik­
ing failure of speech development. The father and a fifth 
sibling had a normal chromosome picture and were not 
affected behaviorally. Unfortunately, chromosome stud­
ies are too recent a development to have produced a 
large literature as yet. But it may be expected that in 
at least some families with specific language disability 
chromosome studies will eventually become available. 

An important question that arises, especially from 
the Moorhead et al. study, is whether any chromosome 
abnormality is likely to lower intelligence and inter­
fere with language. This is definitely not so. Some 
chromosome abnormalities are associated with somatic 
deficits without affecting intelligence, and other chromo­
some abnormalities affect intelligence but not necessarily 
language. 
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Although we have postulated that the propensity for 
language is the consequence of a pleiotropic effect, there 
is good reason to believe that the relevant genes are 
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Fig. 3. Abnormal chromosome picture of woman with low 
intelligence and disproportionately poor speech and language. 
She gave birth to four children with similar chromosomal and 
clinical abnormalities. There is an unmatched chromosome 
which is interpreted as a fusion of missing chromosomes 13 
and 22. Approximate enlargement 1200 X. (Redrawn from 
Moorhead et al., 1961.) 
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well "protected" from the pleiotropic effect of other 
genes; the propensity for language remains stable in 
the presence of a great variety of clearly genetic altera­
tions. We have mentioned that the morphological diversi­
fication of the races does not affect it. Nor is it afT ected 
by the many traits that are apparently due to defects 
in genes and that are inherited in Mendelian fashion, 
such as hemophilia, Friedreich's ataxia, Huntington's 
chorea, etc. Thus the inheritance for the propensity of 
language deficits is not polygenic. 

On the other hand, there is an inherited error of 
metabolism producing a disease known as histidinemia 
which has in its wake a very high incidence of specific 
disturbance of language development in children, often 
without affecting their intelligence or oLher behavioral 
traits (Ghadimi, Partington, and Hunter, 1961, 1962; 
Auerbach et al., 1962). 

This is the extent of our evidence to date. It poses 
the interesting question whether proof of language dis­
turbance on a genetic basis is also evidence for the 
genetic basis of language ability. Perhaps so, but more 
work will have to be done before we can be relatively 
certain. In any event, evolution and genetics appear 
to be relevant to the general study of verbal behavior. 

General or Specific Capacity 

Nothing is gained by labeling the propensity for 
language as biological unless we can use this insight 
for new research directions-unless more specific cor· 
relates can be uncovered. At the present time we are 
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merely able to pinpoint certain biological problems and 
thereby to reopen some questions about language that 
were falsely thought to have been answered. For in­
stance, it is often assumed that the propensity for 
language is simply a reflection of man's great non­
specific intelligence. And as evidence for a "phylogenetic 
increase in intelligence," man's brain-weight/body­
weight ratio is cited with the implication that the rela­
tive increase in neurons has made a certain level of in­
tellect possible for language development. Both of these 
assumptions run into serious difficulties. 

The definition and measurement of intelligence is 
difficult enough in our ov.rn species. When it comes to 
comparing different species, it is no longer permissible 
to talk about intelligence as if it were a single, clear-cut 
property that can be measured by a single objective in­
strument so as to yield quantities that are commensura­
ble across species. Attempts have been made to compare 
across species such functions as memory span (Rensch, 
1954), perceptual processes (Teuber, 1960), problem 
solving (Kohler, 1925), and others. In most of these 
instances, tasks are administered that are relatively easy 
for humans and more difficult for animals. On the other 
hand, tasks have been described in which various ani­
mals respond more quickly, with greater accuracy and, 
in a sense, more efficiently. Thus comparative psychology 
shows man to have a different mentation from other 
species and, obviously, a greater capacity to do things 
human. But we do not have objective and biologically 
meaningful proof that all mammals are endowed with 
a homogeneous and nonspecific amount of intelligence 
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and that this amount increases with phylogenetic proxim­
ity to man. 

Even if species could be compared in terms of general 
(surplus) intelligence and man could be shown to pos­
sess more of this quantity than any other creature, we 
still could not be certain that his ability for language 
is the result of, say, general inventiveness. Might it not 
be possible that language ability-instead of being the 
consequence of intelligence-is its cause? This has 
indeed been suggested by such thinkers as Hamann, 
Herder, W. v. Humboldt, Cassirer, and implied by 
Hughlings Jackson, Wundt, Wharf, Penfield, and many 
others before and since them. This proposition, which 
has been criticized for a number of reasons (Black, 
1959; Feuer, 1953; Greenberg, 1954; Lenneberg, 1953, 
1954, 1962a; Revesz, 1954), is important in one respect: 
it suggests that language might be of greater biological 
antiquity than the peculiar intellective processes of re­
cent man. Nevertheless, I do not advocate the notion that 
language is the cause of intelligence because there is no 
way of verifying this hypothesis. Instead, I would like 
to propose a tertium quid, namely, that the ability to 
acquire language is a biological development that ~s 
relatively independent of that elusive property called 
intelligence. I see evidence for this view in the fact that 
children acquire language at a time when their power 
of reasoning is still poorly developed and that the 
ability to learn to understand and speak has a low 
correlation with measured IQ in man. Let me elaborate 
on this latter point. 

In a recent study Lenneberg, Nichols, and Rosen-
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berger ( 1964) studied the language development of 84 
feeble-minded children raised by their own parents in 
a normal home environment. The basic results are repre­
sented diagrammatically in Fig. 4·. IQ figures, as meas­
ured by standard instruments, deteriorate with chronolog­
ical age in the mentally retarded, even though there is 
objective growth in mental age up to the early teens, 
after which time mental development is arrested. 
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Fig. 4. Relationship between speech development and IQ. 
The curved lines show empirically determined "decay rates" 
of IQ in the mentally retarded. The shadings indicate language 
development. An individual whose IQ at a given age falls into 
the dark area at the bottom has no language. If he falls into 
the lighter areas, he is in one of three stages of language devel­
opment and will develop further until his early teens, his prog­
ress depending upon both his IQ and his age. If he falls into 
the white area above, he is in full command of language. After 
age 12 to 13 speech development "freezes." (Data based on 
a follow-up study of 61 mongoloids and 23 children with 
other types of retarding disease.) 
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Language begins in the same manner in retardates 
as in the normal population. We found that it is impos· 
sible to train a child with, say, mongolism to parrot a 
complicated sentence if he has not yet learned the 
underlying principles of syntax. However, the general 
principle underlying naming is grasped at once and 
immediately generalized. Naming behavior may be ob· 
served even in low-grade idiots; only individuals so 
retarded as to be deficient in stance, gait, and bowel 
control fail to attain this lowest stage of language ac· 
quisition. Incidentally, it is interesting to note that 
generalization of naming is beyond the capacity of go· 
rilla and chimpanzee.* Children whose IQ is 50 at age 12 
and about 30 at age 20 are completely in possession of 
language though their articulation may be poor and 
an occasional grammatical mistake may occur. 

Thus, grossly defective intelligence need not impli· 
cate language; nor does the absence of language neces· 
sarily lower cognitive skills. For instance, congenitally 
deaf children have in many parts of the world virtually 
no language or speech before they receive instruction in 
school. When these preschoolers are given nonverbal 
tests of concept formation they score as high as their 
age peers who hear (Furth, 1961; Rosenstein, 1960; 
Oleron, 1957). From these examples it appears that 
language and intelligence are to some extent at least 
independent traits. In order to prove their complete in· 

• Viki, the chimpanzee raised by the Hayeses, could whisper "cup" 
when. presented with a certain object by the Hayeses; but Mrs. Hayes 
descnbes how situation-bound the animal's naming behavior was. Room, 
time of day, examiner and acquaintance with object were all factors 
influencing the ability to understand and name correctly. 
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dependence it would be necessary to show that there are 
congenitally aphasic children whose nonverbal intelli­
gence is unimpaired and who are also free from psy­
chiatric disease. Many authorities believe that these 
cases exist, though in my experience I have not had 
occasion to examine such a patient. I have, however, 
studied one child (Lenneberg, 1962b) who had a con­
genital disability for articulation, who could not utter 
any intelligible word, but who did acquire the ability 
to understand language. Many other similar cases are 
familiar to me, constituting evidence that there is at 
least a highly particularly motor skill in man which 
may be selectively impaired by both discrete lesions 
and inherited defect. 

Let us now return to man's brain-weight/body-weight 
ratio. Because of our difficulty in defining the phenome­
non of intelligence zoologically, we shall circumvent 
the problem of the relationship of brain size and intel­
lective power. Let us ask directly whether a large brain 
is the morphological prerequisite for language learning. 
Would it be possible to learn to understand or to speak 
a natural language such as English with a brain the size 
of some nonspeaking animal? The answer is yes but only 
if the individual is of the species Homo sapiens. This 
may sound like a contradiction in terms. Yet there is a 
clinical condition, first described by the German patholo­
gist Virchow and named by him nanocephalic dwarfism 
(bird-headed dwarfs in the English-speaking world) 
in which man appears reduced to fairy-tale size. Seckel 
(1960) has recently described two such dwarfs and has 
reviewed the scientific literature on thirteen others. He 
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ascribes the condition to a single-locus recessive gene 
for dwarfish stature without affecting endocrine organs 
and function. Adult individuals attain a maximum 
height of 3 feet, and about half of the described patients 
stand not much higher than 21;2 feet at adult age; the 
shortest adult mentioned measured 23 inches. 

Nanocephalic dwarfs differ from other dwarfs in that 
they preserve the skeletal proportions of normal adults, 
as illustrated in Figure 5; the fully mature have a brain­
body weight ratio well within the limits of a young 
teenager. Yet their head circumference and estimated 

Fig. 5. Left: Nanocephalic dwarf next to normal girl of 
same age (9 years); right: the dwarf's photograph enlarged 
to show that bodily proportions are roughly similar to those 
of the normally developing girl (from Seckel, 1960; reprinted 
with the permission of S. Karger AG, Basel/New York}. 
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brain weight barely exceed those of a newborn infant, 
as shown in Figure 6. On microscopic examination these 
brains have an unremarkable histological appearance; 
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Fig. 6. Children's brain weights determined at autopsy 
plotted as a function of chronological age (based on data by 
Coppoletta and Wolbach, 1932). Bottom plot: various esti­
mated weights based on repeated measurements of head cir­
cumference of patient shown in Fig. 5. The extrapolations were 
made by comparing autopsied children's head circumference 
with their brain weight. 

both the size of individual nerve cells and the density 
of their distribution is within normal limits. Therefore 
we do not have here miniatured adult brains, but brains 
that differ very substantially from those of normal 
adults in the absolute number of cells. Intellectually, 
these dwarfs for the most part show some retardation, 
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often not surpassing a mental age level of 5 to 6 years. 
All of them acquire the rudiments of language, includ­
ing speaking and understanding, and the majority mas­
ter the verbal skills at least as well as a normal 5-year­
old child. From Table I it is apparent that neither the 
absolute nor relative weights of brains and bodies reveal 
the nature of the relationship between speech and its 
neurological correlates. Apparently the ability to speak 

Table l 
BRAIN WEIGHTS AND BODY WEIGHTS OF 
JUVENILE AND ADULT HOMINOIDEA 

Body Brain 
Speech Weight Weight 

Age Faculty (Kg) (Kg) Ratio 

Man (m) 2% beginning 13% 1.100 12.3 
Man (m) 13¥:2 yes 45 1.350 35 
Man (m) 18 yes 64 1.350 47 
Man (dwarf) 12 yes 13% AOOa 34 
Chimpanzee (m) 3 no 13lj2 .400b 34 
Chimpanzee (f) adult no 47 .450b 104 
Rhesus adult no 31h .090° 40 

a Estimate based on Seckel (1960). 
b Estimate based on Schultz (1941). 
0 Estimate based on Kroeber ( 194.S). 

is not dependent upon nonspecific increase in cell num­
ber or anything as general as brain-weight/body-weight 
ratios. Instead of postulating a quantitative parameter 
as the critical variable for the ability to acquire lan­
guage, we should look toward much more specific modes 
of internal organization of neurophysiological processes. 
At present we do not know what they might be. But 
man's developmental and maturational history suggests 
that growth processes and functional lateralization are 
involved ( Lenneberg, in press), the physical nature of 
which remains to be discovered. 
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Conclusion 

In the first part of this presentation I have argued 
that species-specific peculiarities are to be expected 
from the evolutionary processes themselves. Therefore, 
language specialization need not mystify us. In the 
second part I have tried to show that the basis for lan­
guage capacity might well be transmitted genetically. 
In the last section I have rejected the notion that man's 
ability to speak is due to such general properties as an 
increase in intelligence or a relative increase in the 
weight of his brain. It seems, rather, as if language is 
due to as yet unknown species-specific biological 

capacities. 
In conclusion I wish to emphasize that all these con­

siderations serve to establish an hypothesis and to stimu­
late new directions for research on the nature of man. 
However, the facts presented do not constitute a theory. 
Let us hope they will lead to one in the future. 
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GEORGE A. MILLER* 

Language and Psychology 

Only a man brave to the point of foolhardiness could 
begin a topic such as mine without an apology. The 
vast and variegated realms of language and psychology 
cannot be covered in a few general remarks, however 
wise they may be, and no one-with the possible excep­
tion of a physicist I know who likes to lecture on The 
Universe and Other Things-no one could seriously 
hope even to state, much less solve, all the problems 
that they pose. Obviously, I cannot address the larger 
issues that my title suggests. I can only hope to share 
with you some of the particular topics that have caught 
my eye, and try to communicate to you my personal 
interest in them. 

It would be valuable, however, if I could begin by 
offering you a cognitive map of the domain that is the 
general setting for my particular interests-partly to 
illustrate how much I will not be able to discuss, and 

• Harvard University. This paper was supported by funds granted to 
Harvard University, Center for Cognitive Studies, by the Department of 
Defense, Advanced Research Projects Agency, Contract SD-187. 
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partly to keep us both from getting lost. There are, of 
course, a variety of such maps that we might adopt. 
Each discipline that touches on the relation of thought 
and language seems to have surveyed the area and 
erected signposts for its own convenience. 

The traditional map of language and psychology, of 
course, derives from philosophical psychology and is 
based on the three-way distinction among affection, 
conation, and cognition. When applied to language-­
as by Karl Biihler (1933), for example-this scheme 
usually emphasizes the expressive, persuasive, and de­
scriptive functions that language can play in our think­
ing and in our daily affairs. If these three are not suf­
ficiently discriminating, we could accept the three 
additional functions of language-the poetic, the phatic, 
and the metalingual functions-suggested more recently 
by the linguist Roman J akobson ( 1960). Or if a classi­
fication by functions is inappropriate, we might become 
more analytic and arrange our thoughts according to 
the idealized components of a communication system­
the source, the encoder the channel and its interfer-

' ences, the decoder, and the receiver-after the fashion 
of Claude Shannon (1948) and the communication 
engineers. Or, from the same perspective, we might try 
to use the classification of processes into message, code, 
signal, and noise. These are neutral kinds of maps, 
about equally useful to linguists and psychologists. Or 
if we were desperate we might even borrow the classi­
fication used so widely by students of aphasia-recep­
tive, amnesic, and expressive-as a way of organizing 
our discussion. 
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All of these schemes have their own special advan­
tages, but none of them pleases everybody. Let me say 
quite clearly that I am not fond of any of them-or of 
any of the dozen other classification schemes that I 
have heard proposed. They remind me too much of the 
old classifications into fire, air, earth, and water, or 
into blood, phlegm, choler, and black choler that once 
played such an important role in physics and biology. 
But although I dislike them, at the present time such 
rude classifications are all we have to indicate which 
region of this vast subject we are talking about at any 
particular moment. 

And so I shall adopt one of them, not because I like 
it but because I do not know how else to proceed. I 
shall adopt a kind of logico-philosophical frame of 
reference-in the spirit of Charles Morris (1938)­
and divide the study of signs and symbols into three 
parts: syntactics, semantics, and pragmatics. 

Roughly speaking, syntactic studies are concerned 
with the relation of signs to signs. Semantics deals with 
the relation of signs to their meanings. And pragmatics 
is concerned with the relation of signs to the people 
who use them. The general effect of this scheme is to 
divide the field into problems of structure, of compre­
hension, and of belief, so that, if you accept it as a way 
of thinking about the psychological processes involved 
in linguistic knowledge and behavior, it leads you into 
a kind of hierarchy of processes: at the lowest level it 
is necessary to understand the syntactic structure; then 
it becomes possible to understand its semantic content; 
and at the top, after both structural analysis and seman-
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tic comprehension are achieved, pragmatic acceptance 
or rejection, belief or disbelief, is possible. 

In defense of such an orientation, I can say only that 
it seems to correspond roughly with the order in which 
the study of language has progressed. At the present 
time linguists and logicians have a rather deep under­
standing of syntax and have formalized their discov­
eries in axiomatic systems. As yet the semantic aspects 
have not been clearly defined, so that nothing very inter­
esting can presently be said at a theoretical level, but 
one gets a feeling from much current work by philoso­
phers, linguists, and ethnographers that the general shape 
a semantic theory must assume is slowly ernerging. 
Pragmatics, however, is still the wastebasket into which 
all miscellaneous and confusing problems are put, a 
category that by definition defies definition. 

It is not difficult for a psychologist to find objections 
to such a scheme, for in any strict interpretation of it 
the psychologist's interest must be classified as prag­
tnatic. He becomes interested only when people are ex­
plicitly involved, and he tries to deal with the ways in. 
wh~ch people acquire, understand, and exploit the prop­
er~Ies of linguistic systems. But from what I have just 
said about the formless nature of pragmatic studies of 
language, this is not a very pleasant place to find one­
self. Frorn the psychologist's point of view, therefore, 
the · · · f h" h · . Prlllcipal functwn o t Is approac IS to separate 
his Pragmatic interests from the more formalized studies 
of s" · t 1· · · 

J ntactics and semantics- o e Immate certam areas 
of Work as clearly not his responsibility. He should 
know thern, of course, but he need not create thern. ;\nd 
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so we need not look at everything in linguistics or every­
thing in psychology but can focus more directly on the 
pragmatic area of overlap between them. 

With this orientation, therefore, one is led to what 
I consider an extremely important distinction, namely, 
the distinction between theories of language and theo­
ries of language users (Miller and Chomsky, 1963). 
Let me try to elaborate this distinction in terms of logic, 
rather than in terms of grammar, for in logic the situ­
ation is analogous but better defined. A logician is inter­
ested in discovering the rules for valid inference, but 
whether people actually use those rules or not does not 
concern him. The student of thinking, on the other hand, 
knows all too well that people are illogical, and that the 
processes that go on when they attempt to use logic 
have little resemblance to the axiomatic system of Rus­
sell and Whitehead. In this domain, therefore, we have 
little difficulty in accepting a distinction between the 
theory of logic and the theory of logic users. My argu­
ment is simply that this distinction is just as valid and 
as valuable in the study of natural languages as it is 
in the study of the artificial notations of logic and 
mathematics. 

In all candor, however, I must admit that most of 
my linguistic friends resist this distinction with passion 
and tenacity. They argue that a description of a natural 
language that does not also describe the verbal behavior 
of the people who speak that language would be an 
empty exercise, of little use to anyone. They reject any 
attempt to banish them off into a formal wasteland of 
logical and mathematical formulae, where inferences 
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can never be tested against reality, but only checked 
for internal consistency and simplicity. However, the 
distinction I wish to draw between theories of language 
and theories of language users need not, and probably 
should not, be taken as the boundary between linguistics 
and psychology. There is, as I have already indicated, 
a large area of overlap between psychology and linguis­
tics, a pragmatic area where both must work shoulder 
to shoulder-the linguist trying to test his formulation 
of the rules of the language, the psychologist trying to 
test his formulation of the psychological processes 
whereby the language user succeeds or fails in obeying 
those rules. How a linguist works with his informants 
in the field and how a psychologist works with his ex­
perimental subjects in the laboratory are not independent 
and unrelated; each science can learn much from study­
ing the techniques and procedures of the other. 

Having now narrowed my topic to the pragmatic 
study of language, and having defined it as the attempt 
to construct theories of language users, let me next re­
mark that one of the first and most pressing tasks that 
faces us in constructing such theories is to understand 
how the person deals with the syntactic and semantic as­
pects of language, with structure and meaning. Having 
just thrown these topics out on their formal ear, I must 
now drag them back in on their empirical foundations. 

It would be simpler, of course, if we did not need 
pragmatic theories of syntax and semantics, but I do 
not see how to escape them. Every time I have tried to 
explore the psychological reality of syntactic and se­
mantic rules, I have found them to have large and im-
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portant effects on the behavior of my subjects. I have 
not enough time, nor you enough patience, for a detailed 
description of all the various ways we have explored 
this question, but let me describe one study we have 
done, just by way of. illustration. 

In this particular study, we tried to vary both the 
syntactic and the semantic features of the materials we 
presented to our subjects. We did this in the following 
way. First, we constructed a set of five five-word sen­
tences, all having the same syntactic structure. For 
example, Furry wildcats fight furious battles, Respecta­
ble jewelers give accurate appraisals, Lighted cigarettes 
create smoky fumes, Gallant gentlemen save distressed 
damsels, and Soapy detergents dissolve greasy stains. 
Let me call these the normal grammatical sentences. 
We then constructed a new set of five sentences, derived 
from and having the same syntactic structure as the 
original set, by simply selecting the first word from the 
first sentence, the second word from the second, the 
third from the third, and so on. In this example, the 
result was Furry jewelers create distressed stains, Re­
spectable cigarettes save greasy battles, Lighted gentle­
men dissolve furious appraisals. Gallant detergents 
fight accurate fumes, and Soapy wildcats give smoky 
damsels. Let me call these the semantically anomalous 
sentences. Next we constructed some sentence anagrams 
out of the original set of sentences. For example, we 
took Furry wildcats fight furious battles and scrambled 
the order of the words to give Furry fight furious wild­
cats battles, and Respectable jewelers give accurate 
appraisals was turned into Jewelers respectable apprai-
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sals accurate give, and so forth. In these, which I shall 
call anagrammatic strings, the words all can be assimi­
lated to a rather small semantic field, but the syntactic 
structure is destroyed. And finally we took the seman­
tically anomalous sentences and scrambled them, thus 
producing Furry create distressed jewelers stains, Ciga­
rettes respectable battles greasy save, and so forth, 
where both the semantic and the syntactic aspects are 
violated and we are left with nothing but haphazard 
strings of words. 

Armed with these four types of materials, we moved 
into the psychological laboratory. In our first experi­
ments (Miller and Isard, 1963) we asked people to 
listen to these materials spoken in the presence of a 
masking noise, and to repeat into a recording device 
exactly what they thought they heard. In a later experi­
ment (Marks and Miller, 1964) we asked people to 
memorize the sentences by the method of free recall. 
In both the perceptual and the learning experiments the 
over-all results were the same. The normal grammatical 
sentences were the easiest to hear and to remember, the 
semantically anomalous sentences and the anagrammatic 
strings were intermediate and about equally difficult, 
and the haphazard strings of words were by far the 
most difficult of all. 

From an intuitive, common-sense point of view, l 
suppose there is nothing very surprising about this 
result. The subjects came to our laboratory equipped 
with well-learned syntactic and semantic habits. When. 
the materials were normal grammatical sentences, they 
could transfer these skills to the experimental task. And 
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as we made their linguistic habits progressively less 
applicable, less transfer was possible, and the task be­
came progressively more difficult. All of which is true 

enough. 
There is another point of view, however, from which 

these results can seem rather discouraging. If you are 
trying to construct a theory of speech perception or of 
verbal learning, you might hope to be able to solve all 
your problems at the level of phonetics or at the level 
of words and nonsense syllables. These experiments 
with sentences, however, show clearly that the problems 
are much more complex than that, and that any com­
plete theories of speech perception or verbal learning 
will have to cope with the syntactic and semantic rules 
that a person uses when he listens or learns. 

This is but one of several lines of evidence I could 
marshall to try to persuade you that our theories of 
the language user must include a description of how 
he learns and uses the syntactic and semantic rules of 
his language. But perhaps I need not labor the point 
any further. Unless you happen to be advocating some 
rival hypothesis, I suspect you will accept my statement 
as at least obvious, if not banal. 

Which leaves us with an interesting question of suf­
ficient generality that I would like to bring it up and 
make it more explicit. The syutax and semantics of a 
language are generally stated jn the form of a system 
of rules-grammatical and lexical rules. The language 
user knows those rules, since he can, within limits that 
are of considerable psychological interest, fallow them 
in generating and understanding grammatical utter-
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ances. But what is the scientific status of a rule as an 
explanatory concept in psychology? It is not a law, for 
it can be violated, and often is. Ordinarily, one would 
like to define a rule as an explicit statement, couched 
in some formal or informal notation, that specifies the 
appropriate actions to take under certain well-defined 
circumstances. But this conception of a rule as an ex­
plicit statement is ill-suited to the situation in psycho­
linguistics, for it is generally the case that people who 
can follow the rules with amazing skill are often com­
pletely unable to provide any explicit statement of the 
rules they are following. If people know the rules, there­
fore, they must know them implicitly. The only way we 
know they know the rules is by inference from the fact 
that, under certain carefully specified circumstances, 
their behavior conforms to them, and from the fact that 
they can recognize what it means to make a mistake. 

I believe that an implicit rule must be called a habit. 
But this term stirs up as many problems as it solves. 
Most of the work that psychologists have done with 
habits has investigated very simple habits that can be 
described most simply and directly in terms of the stim­
ulus and response elements of the situation. But this is 
extremely difficult, if not impossible, when we are de­
scribing linguistic habits, for the variety of stimulus­
response associations that are available when one knows 
a language is many orders of magnitude greater than he 
would have time to learn in a finite childhood. 

Indeed, the magnitude of the learning task and the 
speed with which children accomplish it seem to me to 
be impressive arguments that children must be nat-
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urally endowed with a remarkable predisposition for 
language learning. I will not push this point, for fear 
of invading topics that Drs. Carmichael and Lenneberg 
have already discussed, but I mention it because the 
term habit has acquired such an empiricist coloring in 
modern psychology. I believe, however, that when we 
talk about linguistic rules as habits, we should remem­
ber that these are habits that human beings are uniquely 
prepared to acquire-that there is, so to speak, a large 
nativistic component in our ability and proclivity for 
acquiring habitual linguistic rules. 

People are capable of dealing-and do deal con­
stantly-with linguistic events that are completely new 
to them. The important point here is that syntactic and 
semantic habits must have a character that linguists call 
productive. It is their productivity that distinguishes 
our linguistic rules from our other, simpler habits. On 
the basis of a finite exposure to grammatical and mean­
ingful utterances, we are able to deal with an infinite 
variety of different and novel utterances. When this 
ability has been encountered in simpler situations, psy­
chologists have frequently dealt with it in terms of 
stimulus and response generalization. But there is good 
reason to believe that the kind of productive generali­
zation that goes on when we use language is of a com­
pletely different order of complexity. A description. of 
habit that is adequate to deal with productive as well 
as with reproductive habits will be much more compli­
cated than most of the theories currently under investi­
gation in our psychological laboratories. 

I would like to emphasize that productivity is a per-
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vasive characteristic of language. It is generally ac­
cepted, I believe, that syntactic habits must have a pro­
ductive character, because the supply of different sen­
tences, unlike the supply of words, is unlimited. But 
the same kind of problem emerges at the semantic level, 
too. There have, of course, been numerous attempts to 
deal with the referential properties of individual words 
by likening them to conditioned reflexes or other simple 
stimulus-response associations. I believe, however, that 
a careful consideration of the semantic relation between 
a word and its referent (when it has one) will convince 
most people that it should be described as a rule, not 
as some simpler and more automatic kind of habit. The 
challenging problem, however, does not appear at the 
level of individual words, but at the level of sentences 

' where these words combine according to higher-order 
semantic rules, at present but poorly understood, to 
yield the meaning we assign to the total sentence (Katz 
and Fodor, 1963) . Somehow we are able to combine 
the meanings to obtain an understanding of the meaning 
of the sentence, and we are able to do this for sentences 
that are completely new to us and that express ideas 
we have never heard or thought of before. I see no alter­
native but to conclude that semantic habits must also be 
productive. 

Of course, our pragmatic task of constructing a the­
ory of the language user will not be complete when we 
have managed to account for the productivity of our 
syntactic and semantic habits. There will still remain 
features of language that are purely pragmatic, and 
many of these have their productive aspects, too. I think 
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it is fair to characterize the main concern of pragmatics 
as the construction of a psycholinguistic theory of belief 
-where I would define belief systems quite broadly, 
of course, to include any type of acceptance or commit­
ment that could lead to action. To say that we believe 
a proposition implies that, under appropriate circum­
stances, we would take action or make decisions based 
on it. In its most general form, therefore, belief is what 
gives language its powerful control over our behavior. 
Here again we encounter an unlimited variety of com­
binations of beliefs that must somehow be related to 
one another in a systematic fashion. But this is such an 
ill-formulated topic that I hesitate to pursue it further. 

In general, therefore, our task of constructing a the­
ory of language users has been stated in terms of the 
description of productive syntactic, semantic, and prag­
matic habits. I find it difficult to develop this argument, 
however, without becoming involved in some particular 
set of habits that I can use to illustrate more concretely 
what I have in mind and what kind of research is pos­
sible within such a framework. 

When one begins to describe linguistic habits, he finds 
almost immediately that they come in all shapes and 
sizes, and the first step must be to isolate one or more 
of them that can then be controlled and subjected to 
experimental investigation. It would be simpler, of 
course, if we could conduct one ultimate, crucial experi­
ment that would establish some sovereign principle 
from which all the petty details could then be deduced. 
But the details included in the intersection of language 
and psychology are not likely to submit so easily; we 



102 GEORGE A. MILLER 

are condemned to chip away at this mountain of com­
plexity one small puzzle at a time. 

There are a variety of psycholinguistic phenomena 
that have been investigated to the point where they could 
serve as useful examples, but I must choose a single one. 
Somewhat arbitrarily, I have decided to tell you what 
I know (or think I know) about the various kinds of 
linguistic habits that control our use of negation. Nega­
tion is a powerful concept, and there is much that no 
one understands about its psycholinguistic basis, but let 
me try to summarize what seems to be our current state 
of knowledge about it. 

Psycholinguists have known for many years-per­
haps it was Smoke ( 1932) who fi~st stated it explicitly 
-that negative instances of any giVen concept are more 
difficult for people to understand and use than are posi­
tive instances .. This fact has been demonstrated under 
so many different circumstances that we can feel con­
fident it is a fairly ubiquitous phenomenon-not some­
thing peculiar to Smoke's concept-formation task. Hov­
land and Weiss (1953) were even able to demonstrate 
the superiority of positive instances when the informa­
tional value of both positive and negative instances had 
been carefully controlled in advance. 

I did not become personally interested in this proh 
lem until I read reports of some experiments by Pete1 

Wason (1959, 1961), which suggested to me that per 
haps a grammatical as well as logical difficulty wa 
involved. In an ingenious series of experiments W aso1 

was able to show that it takes longer to evaluate nega 
tive sentences than positive, and that, under certain con 
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ditions, the affirmative-negative difference for that task 
is more important than the difference between true 
and false sentences. That is to say, for the evaluation 
task, syntactic form was more important than semantic 
content. 

At the time I read these studies I had been working 
with Mrs. Kathryn Ojemann McKean on the possibility 
of measuring the times required to perform various 
grammatical transformations. We had been using a sen­
tence-matching technique (Miller, 1962); we informed 
the subject of the grammatical transformation he was 
to make, then gave him a sentence to transform, and 
measured the time it took him to transform it and find 
the transformed version in a list of alternative sentences. 
By taking differences between the times measured in 
this way and the times measured when no transformation 
-merely search-was required, we were able to esti­
mate the transformation times for negative and for pas­
sive transformations and for both together. We had 
found that the negative transformation takes about 1 
second, the passive takes about 1lj2 seconds, and the 
two together take as much time as the sum of the times 
taken individually. (On the basis of more recent work, 
using better experimental techniques, we now believe 
that those estimates are too long, but the general pattern 
of relations among them has persisted in further experi-

ments.) . 
The significant pomt, however, was that the time dif-

ferences observed in Wason's experiments might have 
been attributable, at least in part, to the time required 
to perform the grammatical transformations from nega-
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tive to affirmative statements. The implicit assumption 
here is that, before a subject could respond to a negative 
sentence, he had to transform it into an affirmative state· 
ment and change its truth value, and that the additional 
time required for negative sentences was occupied with 
perf arming these grammatical and logical trans£ or· 
mations. 

If this conjecture were true, therefore, a simple way 
to test it would be to inquire whether, under the condi­
tions used by Wason, passive sentences also took longer 
to evaluate, since one might expect that a similar kind 
of grammatical unraveling would be involved in process­
ing them. When Dr. Lee E. McMahon ( 1963) expressed 
interest in this problem, I encouraged him to explore 
it; I can now report to you the general results he 
obtained. 

McMahon found that it took his subjects about 0.1 
second longer to evaluate passive than active sentences, 
and about 0.4 second longer to evaluate negative than 
affirmative sentences, and that-as we had found in 
our clumsier sentence-matching studies-the extra time 
required to evaluate negative-passive sentences could be 
predicted directly by summing the times required for 
each transformation alone. He performed this experi, 
ment in three different ways and this general conclusion 
appeared under all conditions. And so it seemed that 
there might be some substance to the hypothesis that at 
least part of the difficulty in using negatively phrased 
information is attributable to the difficulty in unscram, 
bling its grammatical form. 

But could all of the difficulty be attributed to gram, 
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mar? McMahon did not find that it took as long as 
one would expect from our sentence-matching tasks 
to evaluate the truth or falsity of passive sentences. 
Wason, who was visiting at the Harvard Center for 
Cognitive Studies while McMahon was conducting 
these experiments, was convinced that it could not all 
be explained by syntax. And so he undertook another 
experiment to prove his point. As many people have 
remarked, negative statements are ordinarily used for 
the correction of plausible errors. You do not say It is 
not raining unless there is some plausible reason for 
your listener to think that it might have been raining. 
Following this line of thought, Wason designed an ex­
periment to see if it took longer to complete negative 
sentences about unexceptional facts than about excep­
tional facts. Or, more precisely, he predicted that the 
difference between the times required to complete affirm­
ative and negative sentences about exceptional situa­
tions would be smaller than the cliff erence between them 
when they described unexceptional situations. And his 
data confirmed his prediction. Apparently it is much 
easier, and certainly more natural, in describing a pat­
tern of one blue and seven red dots, to say that one dot 
is not red than to say that seven dots are not blue. Since 
I know of nothing in the theory of grammar that would 
lead one to predict such an outcome, I am forced to 
agree with Wason that there is more to this matter than 
syntax alone can account for. 

I believe that this little tale of experimental psycho­
linguistics can be used to illustrate how psychologists 
are beginning to work at the syntactic, semantic, and 
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pragmatic levels of language. The studies by Mrs. Mc­
Kean and myself were directed at a purely syntactic 
question: could we measure the times required to make 
grammatical transformations? Since Wason's and Mc­
Mahon's experiments required the subject to understand 
sentences and judge their truth value, they moved the 
problem on to the level of semantic analysis. And final­
ly, Wason's demonstration that negative sentences about 
exceptional situations are easier to produce than one 
would expect on syntactic or semantic grounds seems 
to introduce a pragmatic factor, for the negative is com­
monly used to correct a prior belief in its affirmative 
counterpart. Each level of investigation enriched our 
understanding of the linguistic habits governing our use 
of negation in English. 

Negation, of course, represents only one small sub­
urb in the vast metropolis of our linguistic habits, and 
even there we still have much to learn before our theo­
ries can be complete. Other suburbs have been invaded, 
however, and progress, though slow, is encouraging. It 
is now possible to look forward to the time when we 
will have conquered, if not the whole city, then at least 
some of the major regions within it. 

Then, and only then, I believe, will we begin to 
understand what it is that a person has learned when 
he learns to speak a natural language. 
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FRIEDA GOLDMAN-EISLER* 

Discussion and Further Comments 

I. For mal Discussion 

I think it is fair to say that there is a disinclination 
in the ranks of our science to accept the proclivity of 
the human species for language as a special grace of 
nature, and this should not surprise us. At a time when 
English Lords put up a spirited fight to be allowed to 
shed their privilege and join the Commons, our need to 
embrace the animal world as peers if somewhat less 
developed seems only another facet of the "Zeitgeist." 
And the tabula rasa approach to propensities is more 
in keeping with it than the idea of innate endowment. 

Nevertheless, the speakers in this symposium, having 
immersed themselves in the study of language phenom­
ena and viewed them in a wide variety of fields, suggest 
that the facts do not support such attitudes; that, in the 
light of a growing understanding of what is involved 
when we use language, explanations based on S-R asso­
ciations exclusively are no longer tenable. 

The idea of a reduction of language and speech to 
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a skill achieved through a conditioning process, in com­
plexity but not in principle distinct from the one oper­
ative in animal training, has been examined by them 
in the light of knowledge drawn from the biological 
sciences on the one hand and modern linguistic analysis 
and anthropology on the other. The explanations ad­
vanced on this basis, by releasing the psychology of 
language from the constraints of reflex-arc them:iz.in~, 
2-.~~Qmm.Gua\~ man.) mme !acts o£ linguistic behaviot 
than could be accounted for within its limits. 

This becomes evident if these facts of linguisti~ 
behavior are viewed in the light of the range of func, 
tions encompassed in the act of speaking: ·of the linh 

" it provides between physiological and logical opera. 
tions, between the animal cry and symbolic expressio:n. 
between the individual and society, and also of the fac; 
that speech involves the use of organs whose primar)l 
task is to serve vital biological needs. We need onl)l 
consider that articulate sound is produced through the: 
combined activity of the respiratory tract, the pharyn:l(:, 
the tongue, the lips, the teeth, etc.-organs all of whicl 
have been developed during the course of evolution t~ 
serve the primitive functions of eating, breathing, anq 
crying in emotion-while at the same time speech is n 01 
possible without the functioning of the highest level~ 
and latest organs of the brain. ' 

Dr. Carmichael, who is concerned with the facts of 
the law of development of this organic machinery anq 
of the mechanisms of its inherent capacity, shows tha1 
hef ore the skill of speaking can begin to he learneq 
these mechanisms must he in working order. 
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I think we must be grateful to him for first clearing 
the deck for a better understanding of the difference 
between the languages serving communication between 
animals and human speech. Here the confusion has been 
great and has affected zoologists as well as psychologists. 
His clarification of the term "meaning," and the clear 
distinction he makes between the two ways in which it 
is used, concedes a limited use to the concept of mean­
ing, in terms of strength of response, as a tool of one­
way manipulation, but shows that meaning in fully 
developed human speech requires a mutual "under­
standing" and that this is its distinctive feature. Such a 
subjective term may be anathema to many of our col­
leagues, but those who enjoy the irony of facts will ap­
preciate his report that recent extensive studies of chim­
panzee communication in the wild support an earlier 
suggestion by Yerkes that, for all practical purposes of 
social life and organization, some primates are probably 
better served by their linguistic systems than man is by 
his language, and that in fact the only raison d' etre, the 
only function, for the spoken language of man seems 
to be representation of ideas. 

There is, it appears, no escaping either the connec­
tion of human speech with thinking or the dichotomy 
of speech between automatic vocalization and consid­
ered utterance or true, real, meaningful speech in 
Carmichael's terms. Or is there, at least as far as the 
dichotomy of speech is concerned? 

Can this bipolarity of speech be bridged over when 
viewed in developmental terms? Carmichael speaks of 
tracing the "surely meaningful" to "surely nonmeaning-
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ful" sound production, and it seems that the fact of a 
differential rate in the maturation of the speech centers, 
with its production of a brain state manifesting itself 
as speech readiness, introduces the kind of additional 
information that can link discrete phenomena and 
show them to be continuous. 

But this continuity has a three-dimensional configura­
tion, as distinct from the linear continuity envisaged in 
S-R explanations. In other words, if the law of antici­
patory function works, as Carmichael shows in the devel­
opment of speech mechanisms, we can no longer act as 
if we were dealing with a skill built up unidirectionally 
in so many steps of reinforcement. The maturational 
sequence in the human infant's ability to use meaning­
ful words, lllUSt be taken into account in any study of 
language growth. Carmichael shows a way by defining 
a specific area of research involving the study of corti­
cal anatomy, histology, and physiology to be correlated 
with recorded word utterance. It is hard to see how the 
science of language (and of man) can fail to profit 
from. this new opening. 

Dr. Lenneberg makes the point by showing that there 
is no way of teaching an organism the principles of 
speech perception unless the organism brings to the 
learning situation a peculiar way of processing the in­
coming data. This will, I think, hardly be contended 
even by ardent S-R theorjsts, which may be a measure 
of progress in the sophistication on the subject. For we 
have only to think of how much work has gone into 
teaching apes to speak, to appreciate how persistent and 
determined the eff arts were which went into denying hu-
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man language the properties of uniqueness and Irre­
ducibility. 

Yet Lenneberg's elaboration that this way of process­
ing data consists in the principles of grammar, universal 
to all languages, manifest in semantics, syntax, and 
phonology, and that in this respect human languages are 
unique and language is a species-specific trait, a product 
of genetics and evolution, takes us well into the center 
of present-day argument in psycholinguistics. For the 
controversy has moved on to the problem of the mech­
anism of speech production and is now being fought on 
the issue of sequential vs. structure determination in 
the generation of speech. 

A further point made by Dr. Lenneberg that these 
propensities seem to be extremely well protected in the 
cell matter and that they are subject to less variation 
or vicissitudes than nonspecific intelligence is crucial, 
because he draws from this, together with other facts, 
the conclusion that language and intelligence are, to 
some extent at least, independent traits. 

At some point, of course, nonspecific intelligence must 
have its impact on linguistic behavior and vice versa­
and here we come to grips with the problem of the 
speech-thought relationship. But if Lenneberg is right, 
then at least we would know that there are two clearly 
distinct and genetically separated propensities involved. 
This is most important, for instance, in trying to under­
stand what exactly has been the loss in aphasic disorders. 

The understanding of the relationship and interaction 
between linguistic capacities and nonspecific intelligence 
is, of course, altogether of wide practical consequence. 
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The issue is complicated by additional cultural factors, 
for instance, as was recently shown in London (Bern­
stein, 1962) by class determination of capacities for 
verbal planning. The resultant of these forces seems to 
have a decisive influence on the educability of working­
class children, which acts across the determination by 
nonspecific intelligence. The degree of verbal planning 
was measured in terms of hesitation pauses in sponta­
neous speech. 

From my own investigations on hesitation pauses in 
spontaneous speech, I am led more and more to believe 
that there may be at work a factor of internal time, or 
a capacity for the delay of action, which determines 
the degree of the impact that nonspecific intelligence 
may have, or be allowed to have, on linguistic expres­
sion, particularly in respect of degree of planning. This 
must have biological as well as social roots. 

Planning is an indispensable concept when it comes 
to trying to understand what is involved in manipulating 
syntactical skills for semantic ends. Professor Miller 
has, in his book on Plans and the Structure of Behavior 
(1960), defined a plan as "any hierarchical process in 
the organism that can control the order in which a se­
quence of operations is to be performed." This applies 
to all organized behavior, but in none are we in such 
a favored position to study this process as in human 
speech. In none are the steps by which the plan is exe­
cuted so overt, so externalized by the nature of the 
phenomenon, and in none is this process so well regu­
lated and subject to well-established plans, the gram· 
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matical rules, as in language behavior. These rules take 
a central position in the process of speech production, 
as Miller points out. They are generative of a range of 
possible choices of words, phrases, and meaning, and 
there is still a good amount of freedom within them; 
on the other hand, the application of particular rules, 
their juxtaposition, their coordination and subordination 
are subject to over-all planning, metaplans as Miller 
might say. 

When we speak a language we usually, though not 
invariably, follow these rules, most language users not 
knowing, as Miller points out, that they are doing so, 
these rules being implicit and unstated for most speak­
ers. I think it is Chomsky (1959) who makes the point 
that this process of behaving lawfully when the law is 
unknown can only mean that grammar is part of our 
behavior-that we are endowed with it-which again 
recalls Lenneberg's case for an inherent linguistic 
propensity. 

Miller advances our thinking on the subject by mak­
ing the connection between this process of behaving 
lawfully when the law is unknown and the characteristic 
of productivity that distinguishes our linguistic rules 
from other simpler habits, the capacity, that is, for 
generating an infinite variety of new linguistic combi­
nations. 

I think that by following this direction we may learn 
more about those activities of the brain which generate 
what, at the highest level, is described as ingenious, 
original, or novel. The series of experiments he cites 
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which drew his attention to semantic productivity is in 
this direction and is an intriguing example of experi­
mental psycholinguistics, showing how a semantic com­
plication, an element of meaning generated in addition 
to grammatical operations, can be spotted simply be­
cause it takes more time. 

The use of time as a measure of the number and 
complexity of operations, and the idea of the dual na­
ture of speech which he conceives in terms of production 
and reproduction, leads me to my own experiments in 
which I studied the function of hesitation pauses in 
spontaneous speech. 

These owe a great deal to Hughlings Jackson's think. 
ing and his classical division of speech phenomena. Tht: 
great virtue of Jackson's division is that its distinctiv-t: 
features are determined by the generating processe1 

involved. His so-called "superior" speech is a voluntal."-. 
act, an act of "propositionizing" (indicating that th 
unit of speech is the proposition, not the isolated word) 
which is being performed at the time of speaking. S~Q: 
~ speech is "newly organized" and fitted to the mea~lQ. 
Intended. Hughlings Jackson classifies as "infen~l.' 
speech which he describes as "old" in the sense of betq 
"well organized," familiar, consisting of learned .s~ 
quences and ready-made phrases, and whose productl~ 
Was an automatic act. The distinctive feature is thus tl:1 
novelty of the process, and this is in keeping with Millet-· 
description of the property of "productivity" in spee~ 
as one that results in the utterance and understandit) 
of an infinite variety of novel sentences whose meanin~ 
and syntax we have never encountered before. 
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The relationship between brain processes and speech 
situation is in Hughlings Jackson's system conceived to 
be a dynamic one. Any sequence of words could, accord­
ing to this system, become inferior, i.e., automatic, once 
it was well learned. Vice versa, the "same" utterance 
which has become automatic by being often used would 
become once more "voluntary speech" if it were used 
on a new occasion. The criterion is thus psychological 
or neurophysiological, not linguistic. 

Productivity becomes an event in the here and now of 
the speech act. In normal speech, we must think of it 
as embedded in a large mass of automatic verbal be­
havior-only in the aphasic the bipolarity of speech 
comes to the surface, and productivity is dissociated 
from habitual verbalization. 

Normal speech might be viewed as a highly inte­
grated blend of processes at both levels, an apparently 
linear phenomenon in which voluntary and automatic 
activities are closely interlaced, propositional construc­
tion alternating with the use of ready-made phrases, 
choice in fitting words to meaning with submission to 
the routine course and to the constraints of learned 
sequences: in short, where results of conditioning alter­
nate with spontaneous creation. 

Miller is dealing with this question of linear vs. the 
hierarchical structure-theory of speech generation by 
investigating the problem of grammatical rules, and by 
linking the objective linguistic product to the generating 
process. 
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II. An Experimental Approach to 
Psycholinguistic Problems 

FRIEDA GOLDMAN-EISLER 

My own experiments approached the distinction be. 
tween the two levels of speech generation as a problem 
of measurement, applied to spontaneous speech, such 
as we meet in conversations, discussions, undirected 
interviews, and verbal assignments that leave the sub. 
jects free in their choice of language. Such speech was 
chosen for study because here the speaker is thinking 
on his (or her) feet, is organizing speech on the sptr1 

of the moment, is improvising. The purpose of the e)C 
periments designed with this material was to see whethe, 
one might not be able to isolate, from the relative!, 
orderly flow of spontaneous speech, elements that migh 
prove to be indicative of the different levels of speec] 
production, bringing into the open the dissociation tha. 
catastrophe may produce in the aphasic, by means 0 

measurement. 
The phenomenon which emerged as the most profitabl 

to measure in this context was that of pausing whic] 
interrupts the flow of spontaneous speech. This we e}l 
press as a ratio of the duration of pauses to the numbe 
of words in any utterance. 

The measurement of hesitation pauses in large tract 
of conversational speech of verbally competent adult 
reveals facts which in themselves throw light on th 
problems of speech generation. 

There is the fact of discontinuity in the so-calle 
flow of speech. In most cases speech comes in strings (] 
words separated by pauses of varying duration. 
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The transposition of sound recordings into graphic 
form shown in Figure l illustrates this fact. These pauses 
are frequent as well as time consuming. Half of our 

TIME MARKER 

~2SEC ----l 

SPEAKER A (DISCUSSION) 

NNNe WN/eY, 'Nit 
SOUND SOUND 

~ J I 

SPEAKER B (DISCUSSION) 

SPEAKER C (DISCUSSION) 

.VNit'rWNNNh 1m. ~ NitWit\ WM-Yit NNNr-WINNNINNr 
SOUND 

II I YNtWNNJI. 1Nit \\W#HtWr't'INNMYNNN#NI 

Wt t'MWIINt¥.VHNirWHIIM WAW. YNt\'rWr'tWrWINt 'r 

SPEAKER D C INTERVIEW) 

¥1ft r'M't Yr 11 Yt r'rW/h'r'/hWIHI'INt Nt'Nt\ 

Fig. 1. Graphic transformations of spontaneous speech by 
four speakers. Each line represents a period of 10 seconds. 

speech time seems to issue in phrases not longer than 
three words, and three quarters in phrases of fewer than 
five words at the most (Goldman-Eisler, l96la). An 
average of 40 to 50 per cent of utterance time is occu­
pied by pauses (Goldman-Eisler, l96lb). Evidently 
pausing is as much part of the act of speaking as the 
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vocal utterance of words itself, which suggests that it is 
essential to the generation of spontaneous speech. 

Another fact resulting from these measurements 
which is relevant here is that pausing is the main factor 
accounting for variation in the rate of speech production 
(i.e., output of speech syllables per time unit) ; the 
rate of articulation (i.e., of the vocal act of speaking) 
proved in comparison remarkably constant and has no 
part in the variations of speech rate ( Goldman-Eisler, 
1956). This is not altogether surprising if we consider 
that the vocal act of speaking is a highly skilled per­
formance with the consequent narrow scope for variation 
that goes with such performances. 

Pausing, on the other hand, with its extremely wide 
range of variation might well represent that aspect of 
speech which has little call on skill and which reflects 
the nonskill part of speech production. 

One would therefore expect pausing to be the behavior 
concomitant of the productive processes in the brain 
concerned with verbal planning and selection, whereas 
continuous and rapid vocalization would be the result 
of practice and would occur when the gaps have been 
closed in the use of well-learned word sequences. 

These conclusions I was able to confirm by showing 
that hesitation pauses precede a sudden increase of 
information, estimated in terms of transition probabili­
ties (Goldman-Eisler, 1958a). Delay proved an im­
portant element in the production of information in 
speech, and fluent speech was shown to consist of habit­
ual combinations of words such as are shared by the 
language community. 
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Beyond helping us to discriminate between the two 
kinds of speech-or rather between the relevant proc­
esses involved in their production-the procedure of 
estimating transition probabilities-Shannon's guessing 
game (Goldman-Eisler, 1958a)-revealed the insuffi­
ciency of linear explanation, according to which speech 
is a matter of mere associative linkage of elements in 
sequence, a left-to-right progression of word choices; 
for the estimates became more significant, and the rela­
tion between information and hesitancy reciprocal, only 
when the transit~on probabilities were derived from 
guesses in the reverse as well as the forward direction 
(Figure 2). 

It then turned out that some of the words which were 
difficult to guess when guessing left to right were easy 
when going right to left, and vice versa; but only those 
words which guessers found difficult coming either way 
were preceded by pauses in the original utterances 
(these are the 17 out of 21 in the enclosure of Figure 3). 

The fluency of the left-to-right progression of external 
speech i~ thus affected by the ties that link words not 
only to what preceded but also to what is yet to come. 
This can hardly be explained on the basis of purely 
associative linkage, without the assumption of a struc­
tural plan of some sort guiding the choice of words 
in verbal sequences. 

A further, otherwise unintelligible, result also be­
comes plausible with the assumption of a syntactic-plus­
semantic framework. In this experiment (Goldman­
Eisler, l958b) subjects were asked to read incomplete 
sentences and to fill the blanks with the words omitted; 
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Fig. 2. Frequency distributions of transition probabilities 
for words uttered fluently, words following pauses, and words 
preceding pauses based on forward guesses, reverse guesses, 
and averaged forward and reverse guesses. 

they were asked to do this as they were going along 
reading the sentences; these sentences had been lifted 
from other subjects' recorded conversations, and their 
pauses had been measured. There were two conditions: 
in one, the blanks were substituted for words of high 
transition probability, in the other, for words of low 
transition probability. The delays in filling these blanks 
were significantly longer in the first condition. But cut· 
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~igure showing relation between forward and re­
s and position of alternatives guessed in respect 
re space. Abscissa shows alternative words guessed 
right; ordinate from right to left. 

these conditions, these delays and the pauses 
ina I speakers were found to be proportional 
1 those sentences in which the readers com­
blanks correctly (P less than .02). No such 
[sted where they had failed. 
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In interpreting these results the fallowing is to be 
considered: duplicating the original wording must surely 
imply that the reader is operating within the same con­
text as the original speaker, that he is able to conjecture 
the original speaker's intention as far as meaning, as 
well as sentence structure, is concerned. One may per­
haps think in terms of a tentative schema, an image 
guiding his guesses and facilitating his lexical decisions, 
this image being the link between the reader and the:: 
original speaker, a shared knowledge that determine! 
the pausing of both of \hem alike. \\'ne-re the -reaue 
was unable to make correct guesses, this link must hav 
been missing. Without it, word choice, in accordanc 
with sequential forces, seems to break down. The result 
o_f both experiments are i_nco~patihle with the assumr 
tlon of statistical determmatwn of speech as the onl 
factor in its generation; in order to explain them w 
must postulate processes distinct from those that folio, 
the principles of association by contiguity. 

The assumption that hesitation pauses in speech al 
the delays due to processes taking place in the hraj 
whenever speech ceases to he the automatic vocalizatia 
of learned sequences, whether occasioned by choice ~ 
an individual word, by construction of syntax, or by col 
ception of content, led to a further experiment in whi~ 
thought construction was made an indispensable ar 
controlled part of a speaking process ( Goldman-Eisle 
l96lc). 

New Yorker cartoons like the one in Figure 4 we: 
shown, and subjects were asked to describe their stol 
and then formulate their meaning, their point, in a co 
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cise form, i.e., to recode the sequential material into 
the form of a general statement of very wide applica­
bility. For example, in Figure 4 the recoding might be, 
"To take instructions literally is stupid." 

The experiment also provided for a scaling from 

( Drawinf! by Claude; Copr. @ 1957 
The New l"orker ll!aga::ine, Inc.) 

Fig. 4. Man in traffic. 
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spontaneity to automatic action, from production to re 
production, by asking subjects to repeat the description1 

of the cartoon events, as well as the formulation of thei 
meaning, six times after the first version. 

The experiment was thus designed to give a gradatio1 
along the scale leading from newly formulated speec} 
action to routine, automatic action (given through th1 

repetition of the original version), for two distinct}, 
different levels of verbal behavior, that of descriptio~ 
of concrete events shown visually and that of generali 
zation abstracted from them. 

Spontaneity of speech in descriptions must therefot( 
be understood to be of a cliff erent class from spontaneib 
in formulating the generalization. · 

At the first, spontaneous, stage of the experiment ( th 
original description and original generalization), th1 

activity stimulated may be imagined to involve a seri~ 
of transformations. 

The first involves the intake and decoding of th, 
pictorial information. This is not a language probletn 
The reception of the message is via the visual channe 
and is not verbally explicit. It is presumably in two steps. 
the first being the intake of the pictures in sequence 
and the second the grasp of their significance. 

The second transformation involves the representa. 
tion of sequences of events suggested by the visual SY!t) 

bols perceived in the form of language symbols. Tb_1 

information is encoded in the same sequence in whi~} 
it was decoded. 

The third set of transformations involves the explici 
abstraction and verbal formulation of the meaning o: 
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the cartoons. Sequential information is reorganized and 
recoded into the form of a general statement. Associa­
tion by contiguity is transformed into association by 
similarity. 

~ 100 + 
"' 'tl 

" * Descriptions 0 
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"' "' + Generalizations 
2 80 
'tl 
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Fig. 5. Hesitancy at two levels of verbal planning and its 
decrease with repetition. 

The results, given in Figure 5, showed that: 

l. The amount of pausing when formulating the 
meaning of events, when recoding the description in gen­
eral terms, was twice as much as when describing the 
events in their sequence. 
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2. Pausing also varied with the cliff erent degrees of 
spontaneity, as may be seen from the diagram. The sud­
den decline after the first trial and the gradual decrease 
of pausing in the subsequent repetitions indicate that 
the difference between spontaneity and reiteration, be­
tween production and reproduction, is a qualitative one. 

We then estimated transition probabilities for the 
verbal material produced in this experiment (743 words 
and 43 sentences were involved-255 words and 19 
sentences in the generalizations, and 4 79 words, 24 sen­
tences, in the descriptions), playing the Shannon game 
in forward and reverse directions. 

The sentences for descriptions and generalizations 
were then divided into two groups, those whose utter­
ance was fluent and those whose utterance was pre­
ceded by a pause. 

Table 1 shows their ratios of words of low to words 

Table l 
RATIOS OF LOW (0 TO 0.2) TO HIGH (0.8 TO 1.0) 
TRANSITION PROBABILITIES 

Fluent Hesitant 
Speech Speech 

Descriptions 1.57 3.00 

Generalizations 4.89 9.50 

Total 

1.85 

5.73 

of high transition probability: in low are included words 
of not more than P = 0.2, and in high, words of 0.8 
to 1.0. 

We can see that predicting words in sentences describ. 
ing the cartoon stories was easier all round than predict­
ing individual words in sentences used in the generali-
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zations, i.e., when formulating their meaning. In the 
context of generalizing the guessers found more words 
difficult and less words easy to predict, even where the 
original speaker attained the same degree of fluency 
as in the descriptions. Although it discriminated signifi­
cantly between fluent and hesitant words used in the de­
scriptions (X2 = 6.5, Pless than .01), transition proba­
bility did not do so with the words used in the general­

izations (X2 = 1.07). 
The implications of these facts seem again to be rele­

vant to our problem of structure plus meaning, or syn­
tactic plus semantic vs. linear determination. For it 
seems that where the operation required for the formu­
lation of the speech content is more difficult, as it is 
\vhen meaning is abstracted, the guessers' share of the 
information, of the context which determines the speak­
er's lexical choices, is reduced; or to put it differently, 
that at the level of generalizing from specific events, 
the speaker's choices were more individual, even where 
he was more fluent (which might occur after his seman­
tic decision had been n1ade), or that, at the level of 
recoding, a greater amount of information was the 
speaker's own, that this was a level of speech genera­
tion which was more private and subjective, and that 
the sequence had ceased to be a matter of common co~­
ditioning and learning. When linguistic communality 
is thus reduced, prediction according to sequential de­
pendencies is less successful. As the speaker's task was 
to conceive a proposition of his own to fit the story, 
while at the same time giving it a more universal sig­
nificance, the context from which the choice of his words 
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would to a considerable degree stem was novel and o£ 
his own creation. Again the facts are fitted best with 
the assumption of a semantic plus grammatical deter­
mination, above and in addition to the sequential, sta­
tistical one. 
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ROGER BROWN AND URSULA BELLUGI* 

Three Processes in the Child's 

Acquisition of Syntax 

Some time in the second six months of life most chil­
dren say a first intelligible word. A few months later 
most children are saying many words and some children 
go about the house all day long naming things (table, 
doggie, ball, etc.) and actions (play, see, drop, etc.) 
and an occasional quality (blue, broke, bad, etc.). At 
about 18 months children are likely to begin construct­
ing two-word utterances; such a one, for instance, as 
push car. 

A construction such as push car is not just two single­
word utterances spoken in a certain order. As single­
word utterances (they are sometimes called halo­
phrases) both push and car would have primary stresses 
and terminal intonation contours. When they are two 
words programmed as a single utterance the primary 

• Harvard University. This investigation was supported by Public 
Health Service Research Grant MH-7088 from the National Institute of 
Mental Health. 
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stress would fall on car and so would the highest level 
of pitch. Push would be subordinated to car by a lesser 
stress and a lower pitch; the unity of the whole would 
appear in the absence of a terminal contour between 
words and the presence of such a contour at the end of 
the full sequence. 

By the age of 36 months some children are so ad. 
vanced in the construction process as to produce all thf 
major varieties of English simple sentences up to a 
length of 10 or 11 words. For several years we hav-t 
been studying the development of English syntax, of 
the sentence-constructing process, in children betweer 
18 and 36 months of age. Most recently we have madt 
a longitudinal study of a boy and girl whom we shq_] 
call Adam and Eve. We began work with Adam and :E::~. 
• vi 
m October 1962 when Adam was 27 months old all· 
Eve 18 months old. The two children were selected ft 0 

4 

some 30 whom we considered. They were selected :p ~ 
marily because their speech was exceptionally intelli :t'~· 

gl 
?le and because they talked a lot .. We wanted to lllt:tkf 
It as easy as possible to transcnbe accurately la:t 
quantities of child speech. Adam and Eve are the cb.~I( 
dren of highly educated parents, the fathers were gradu· 
ate students at Harvard and the mothers are both Co}. 
lege graduates. Both Adam and Eve were single child:rer. 
when we began the study. These facts must be remetn 
bered in generalizing the outcomes of the research. 

Though Adam is 9 months older than Eve, his speecl 
was only a little more advanced than hers in October 
1962. The best single index of the level of speech de­
velopment is the average length of utterance, and io 
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October 1962 Adam's average was 1.84 morphemes 
and Eve's was 1.40 morphemes. The two children stayed 
fairly close together in the year that followed; in the 
records for the 38th week Adam's average was 3.55 and 
Eve's, 3.27. The processes we shall describe appeared 
in both children. 

Every second week we visited each child for at least 
2 hours and made a tape recording of everything said 
by the child as well as of everything said to the child. 
The mother was always present and most of the speech 
to the child is hers. Both mother and child became very 
much accustomed to our presence and learned to con­
tinue their usual routine with us as the observers. 

One of us always made a written transcription, on the 
scene, of the speech of mother and child with notes about 
important actions and objects of attention. From this 
transcription and the tape a final transcription was made, 
and these transcriptions constitute the primary data of 
the study. For many purposes we require a "distribu­
tional analysis" of the speech of the child. To this end 
the child's utterances in a given transcription were cross­
classified and relisted under such headings as: "A + 
noun"; "Noun + verb"; "Verbs in the past"; "Utter­
ances containing the pronoun it," and so forth. The 
categorized utterances expose the syntactic regularities 
of the child's speech. 

Each week we met as a research seminar, with other 
students of the psychology of language,* to discuss the 

* We are grateful for intellectual stimulation and lighthearted com­
panionship to Jean Berko Gleason, Samuel Anderson, Colin Fraser, David 
McNeill, and Daniel Slobin. 
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state of the construction process in one or the other of 
the two children as of that date. In these discussions 
small experiments were often suggested, experiments 
that had to be done within a few days if they were to 
be informative. At one time, for instance, we were un 
certain whether Adam understood the semantic differ· 
ence between putting a noun in subject position and put· 
ting it in object position. Consequently one of us paid an 
extra visit to Adam equipped with some toys. "Adam,'' 
we said, "show us the duck pushing the boat." And when 
he had done so: "Now show us the boat pushing the 
duck." 

Another week we noticed that Adam sometimes plura.]. 
ized nouns when they should have been pluralized a.t\1 
sometimes did not. We wondered whether he could make 
grammatical judgments about the plural, whether hr 
could distinguish a correct form from an incorrect 
form. "Adam," we asked, "which is right, 'two sho . 

h es or 'two shoe'?" His answer on t at occasion, produc 
with explosive enthusiasm, was: "Pop goes the weasel~ 
The two-year-old child does not make a perfectly docii, 
experimental subject. 

The dialogue between mother and child does not re 
like a transcribed dialogue between two adults. Tab~ 
I offers a sample section from an early transcrib 
record. It has some interesting properti~s. The conv~ 
sation is, in the :first place, very much m the here an: 
now. From the child there is no speech of the sort th& 
Bloomfield called "displaced," speech about other tilQr. 
and other places. Adam's utterances in the early mont]Ji 
were largely a coding of contemporaneous events ani 
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impulses. The mother's speech differs from the speech 
that adults use to one another in many ways. Her sen­
tences are short and simple; for the most part they are 
the kinds of sentences that Adam will produce a year 
later. 

Table I 
A SECTION FROM ADAM'S FIRST RECORD 

Adam 
See truck, Mommy. 
See truck. 

No I see truck. 

There go one. 

See a truck. 
See truck, Mommy. 
See truck. 
Truck. 
Put truck, Mommy. 

Put truck window. 

Mother 

Did you see the truck? 

No, you didn't see it? 
There goes one. 

Yes, there goes one. 

Put the truck where? 

I thinlc that one's too large to 
go in the window. 

Perhaps because they are short, the sentences of the 
mother are perfectly grammatical. The sentences adults 
use to one another, perhaps because they are longer 
and more complex, are very often not grammatical, not 
well formed. Here for instance is a rather representa­
tive example produced at a conference of psychologists 
and linguists: "As far as I know, no one yet has done 
the in a way obvious now and interesting problem of 
doing a in a sense a structural frequency study of the 
alternative syntactical in a given language, say, like 
English, the alternative possible structures, and how 
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what their hierarchical probability of occurrence struc­
ture is" (Maclay and Osgood, 1959). It seems unlikely 
that a child could learn the patterns of English syntax 
from such speech. His introduction to English ordinarily 
comes in the form of a simplified, repetitive, and ideal­
ized dialect. It may be that such an introduction is neces­
sary for the acquisition of syntax to be possible, but we 
do not know that. 

In the course of the brief interchange of Table 1, 
Adam imitates his mother in saying: "There go one" 
immediately after she says "There goes one." The imi­
tation is not perfect; Adam omits the inflection on the 
verb. His imitation is a reduction in that it omits some­
thing from the original. This kind of imitation with re­
duction is extremely common in the records of Adam 
and Eve, and it is the first process we shall discuss. 

Imitation and Reduction 

Table 2 presents some model sentences spoken by 
the mothers, together with the imitations produced by 
Adam and Eve. These utterances were selected from 
hundreds in the records to illustrate some general propo­
sitions. The first thing to notice is that the imitations 
preserve the word order of the model sentences. To be 
sure, words in the model are often missing from the imi. 
tation, but the words preserved are in the order of the 
original. This is a fact that is so familiar and somehow 
reasonable that we did not at once recognize it as an 
empirical outcome, rather than as a natural necessity. 
But of course it is not a necessity; the outcome could 
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have been otherwise. For example, words could have 
been said back in the reverse of their original order, 
the most recent first. The preservation of order suggests 
that the model sentence is processed by the child as a 
total construction rather than as a list of words. 

Table 2 
SOME /MIT ATIONS PRODUCED BY ADAM AND EVE 

Model Utterance 
Tank car 
Wait a minute 
Daddy's brief case 
Fraser will be unhappy 
He's going out 
That's an old time train 
It's not the same dog as Pepper 
No, you can't write on Mr. 

Cromer's shoe 

Child's Imitation 
Tank car 
Wait a minute 
Daddy brief case 
Fraser unhappy 
He go out 
Old time train 
Dog Pepper 
Write Cromer shoe 

In English the order of words in a sentence is an im­
portant grammatical signal. Order is used to distinguish 
among subject, direct object, and indirect object, and 
it is one of the marks of imperative and interrogative 
constructions. The fact that the child's first sentences 
preserve the word order of their models accounts in 
part for the ability of an adult to "understand" these 
sentences and so to feel that he is in communication with 
the child. It is conceivable that the child "intends" the 
meanings coded by his word orders and that, when he 
preserves the order of an adult sentence, he does so 
because he wants to say what the order says. It is also 
possible that he preserves word order just because his 
brain works that way and that he has no comprehension 
of the semantic contrasts involved. In some languages 
word order is not an important grammatical signal. In 
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Latin, for instance, "Agricola amat puellam" has the 
same meaning as "Puellam amat agricola" and subject­
object relations are signalled by case endings. We would 
be interested to know whether children who are exposed 
to languages that do not utilize word order as a major 
syntactic signal preserve order as reliably as do children 
exposed to English. 

The second thing to notice in Table 2 is that, when 
the models increase in length, there is not a correspond­
ing increase in the imitation. The imitations stay in the 
range of 2 to 4 morphemes, which was the range charac­
teristic of the children at this time. The children were 
operating under some constraint of length or span. This 
is not a limitation of vocabulary; the children knew 
hundreds of words. Neither is it a constraint of immedi­
ate memory. We infer this from the fact that the aver. 
age length of utterances produced spontaneously, where 
immediate memory is not involved, is about the same as 
the average length of utterances produced as immediat 
imitations. The constraint is a limitation on the lengt~ 
of utterance the children are able to program or plan.* 
This kind of narrow-span limitation in children is chal'. 
acteristic of most or all of their intellectual operations 
The limitation grows less restrictive with age, as a con~ 
sequence, probably, of both neurological growth and 
practice, but of course it is never lifted altogether. 

A constraint on length compels the imitating child 
to omit some words or morphemes from the mother's 
longer sentences. Which forms are retained and which 

* See Brown and Fraser (1963) for additional evidence of the con. 
straint on sentence length. 
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omitted? The selection is not random but highly sys­
tematic. Forms retained in the examples of Table 2 in­
clude: Daddy, Fraser, Pepper, and Cromer; tank car, 
minzae, brief case, train, dog, and shoe; wait, go, and 
write; unhappy and old time. For the most part they are 
nouns, verbs, and adjectives, though there are excep­
tions, as witness the initial pronoun He and the preposi­
tion out and the indefinite article a. Forms omitted in 
the samples of Table 2 include: the possessive inflection 
-' s, the modal auxiliary will, the contraction of the 
auxiliary verb is, the progressive inflection -ing, the 
preposition on, the articles the and an, and the modal 
auxiliary can. It is possible to make a general character­
ization of the forms likely to be retained that distin­
guishes them as a total class from the forms likely to 
be omitted. 

Forms likely to be retained are nouns and verbs and, 
less often, adjectives, and these are the three laFge and 
"open" parts of speech in English. The number of forms 
in any one of these parts of speech is extremely large 
and always growing. Words belonging to these classes 
are sometimes called "contentives" because they have 
semantic content. Forms likely to be omitted are in­
flections, auxiliary verbs, articles, prepositions, and con­
junctions. These forms belong to syntactic classes that 
are small and closed. Any one class has few members, 
and new members are not readily added. The omitted 
forms are the ones that linguists sometimes call "func­
tors," their grammatical functions being more obvious 
than their semantic content. 

Why should young children omit functors and re-
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tain contentives? There is more than one plausible an­
swer. Nouns, verbs, and adjectives are words that make 
reference. One can conceive of teaching the meanings 
of these words by speaking them, one at a time, and 
pointing at things or actions or qualities. And of course 
parents do exactly that. These are the kinds of words 
that children have been encouraged to practice speak­
ing one at a time. The child arrives at the age of sen­
tence construction with a stock of well-practiced nouns, 
verbs, and adjectives. Is it not likely then that this 
prior practice causes him to retain the contentives from 
model sentences too long to be reproduced in full, that 
the child imitates those farms in the speech he hears 
that are already well developed in him as individual 
habits? There is probably some truth in this explana. 
tion but it is not the only determinant since children 
will often select for retention contentives that are rela­
tively unfamiliar to them. 

We adults sometimes operate under a constraint o 
length, and the curious fact is that the English we pr: 
duce in these circumstances bears a formal resemblanc 
to the English produced by two-year-old children. Whe~ 
words cost money there is a premium on brevity or, to 
put it otherwise, a constraint on length. The result is 
"telegraphic" English, and telegraphic English is an 
English of nouns, verbs, and adjectives. One does not 
send a cable reading: "My car has broken down and 1 
have lost my wallet; send money to me at the American 
Express in Paris" but rather "Car broken down; wallet 
lost; send money American Express Paris." The tele­
gram omits my, has, and, I, have, my, to, me, at, the, in. 
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All of these are functors. We make the same kind of 
telegraphic reduction when time or fatigue constrains 
us to be brief, as witness any set of notes taken at a fast­
moving lecture. 

A telegraphic transformation of English generally 
communicates very well. It does so because it retains 
the high-in£ ormation words and drops the low-informa­
tion words. We are here using "information" in the 
sense of the mathematical theory of communication. The 
information carried by a word is inversely related to 
the chances of guessing it from context. From a given 
string of content words, missing functors can often be 
guessed, but the message, "my has and I have my to me 
at the in," will not serve to get money to Paris. Perhaps 
children are able to make a communication analysis of 
adult speech and so adapt in an optimal way to their 
limitation of span. There is, however, another way in 
which the adaptive outcome might be achieved. 

If you say aloud the model sentences of Table 2 you 
will find that you place the heavier stresses, the primary 
and secondary stresses in the sentences, on contentives 
rather than on functors. In fact the heavier stresses fall, 
for the most part, on the words the child retains. We 
first realized that this was the case when we found that, 
in the transcribing of the tapes, the words of the mother 
that we could hear most clearly were usually the words 
that the child reproduced. We had trouble hearing the 
weakly stressed functors and, of course, the child usually 
failed to reproduce them. Differential stress may then 
be the cause of the child's differential retention. The 
outcome is a maximally informative reduction, but the 
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cause of this outcome need not be the making of an 
information analysis. The outcome may be an incidental 
consequence of the fact that English is a well-designed 
language that places its heavier stresses where they are 
needed, on contentives that cannot easily be guessed 
from context. 

We are fairly sure that differential stress is one of 
the determinants of the child's telegraphic productions. 
For one thing, stress will also account for the way in 
which children reproduce polysyllabic words when the 
total is too much for them. Adam, for instance, gave us 
'pression for expression and Eve gave us 'raff for giraffe; 
the more heavily-stressed syllables were the ones re­
tained. In addition, we have tried the effect of placing 
heavy stresses on functors that do not ordinarily receive 
such stresses. To Adam we said: "You say what I say'' 
and then, speaking in a normal way at first: "The doggie 
will bite." Adam gave back: "Doggie bite." Then we 
stressed the auxiliary: "The doggie will bite," and aftet 
a few trials Adam made attempts at reproducing that 
auxiliary. A science fiction experiment comes to mind 
If there were parents who stressed functors rather tha · 
contentives, would they have children whose speech w ll. 

. , d as 
a kind of "reciprocal telegraphic, rna e up of article 
prepositions, conjunctions, auxiliaries, and the like~ 
Such children would be out of touch with the communit~ 
as real children are not. 

It may be that all the factors we have mentioned pia 
some part in determining the child's selective imitations~ 
the reference-making function of contentives, the fac~ 
that they are practiced as single words, the fact that they 
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cannot be guessed from context, and the heavy stresses 
they receive. There are also other possible factors; for 
example, the left-to-right, earlier-to-later position of 
words in a sentence, but these make too long a story to 
tell here (Brown and Fraser, 1963). Whatever the 
causes, the first utterances produced as imitations of 
adult sentences are highly systematic reductions of their 
models. Furthermore, the telegraphic properties of these 
imitations appear also in the child's spontaneously pro­
duced utterances. When his speech is not modeled on 
an immediately prior adult sentence, it observes the 
same limitation on length and the same predilection for 
contentives as when it is modeled on an immediately 
prior sentence. 

Imitation with Expansion 

In the course of the brief conversation set down in 
Table l, Adam's mother at one point imitates Adam. The 
boy says: "There go one" and mother responds: "Yes, 
there goes one." She does not exactly reproduce the 
model sentence of the chilcl but instead adds something 
to it or expands it. What she adds is a functor, the in­
flection for third person, to the verb, the very form that 
Adam had omitted when he imitated his mother. 

One of the first things we noticed when we began to 
study child speech several years ago was the frequency 
with which adults imitated children. Indeed they seemed 
to imitate more often than did the children themselves. 
We later came to realize that adult imitations are sel­
dom exact reproductions; they are usually expansions. 
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The mothers of Adam and Eve responded to the speech 
of their children with expansions about 30% of the time. 
We did it ourselves when we talked with the children. 
Indeed we found it very difficult to withhold expansions. 
A reduced or incomplete English sentence seems to con­
strain the English-speaking adult to expand it into the 
nearest properly formed complete sentence. Table 3 
lists a few sample expansions from the hundreds in 
the records. 

The first thing worthy of attention in the expansions 
of Table 3 is the fact that the words spoken by the mother 

Table 3 
EXPANSIONS OF CHILD SPEECH PRODUCED BY MOTHERS 

Child 
Baby highchair 
Mommy eggnog 
Eve lunch 
Mommy sandwich 

Sat wall 
Throw Daddy 
Pick glove 

l\'lother 
Baby is in the highchair 
Mommy had her eggnog 
Eve is having lunch 
Mommy'll have a sandwich 

He sat on the wall 
Throw it to Daddy 
Pick the glove up 

preserve the order of the words in the child's sentences. 
To be sure, words and inflections are added, but they 
are fitted in before, and after, and between the words 
the child used; they are not generally permitted to dis. 
turb the order of the child's words. It is as if these lat. 
ter were taken as constants by the mother, constants to 
which some sentence had to be fitted. She acts as if she 
were assuming that the child means everything he says, 
all the words and also their order, hut as if he might 
also mean more than he says. From the mother's point 
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of view an expansion is a kind of communication check; 
it says in eff eeL: "Is this what you mean?'' 

The second thing to notice about Table 3 is the char­
acter of the forms added to the child's utterances. They 
include the auxiliaries is and will; the prepositions in, 
on, to, and up; the verb forms is, have, had, and having; 
the articles a and the; and the pronouns her, he, and 
it. For the most part, the words added are functors, 
and functors are of course the words that the child omits 
in his reductions. 

The interaction between mother and child, is, much of 
the time, a cycle of reductions and expansions. There are 
two transformations involved. The reduction transforma­
tion has an almost completely specifiable and so me­
chanical character. One could program a machine to do 
it with the following instructions: "Retain contentives (or 
stressed forms) in the order given up to some limit of 
length." The expansion accomplished by Adam's mother 
when she added the third-person inflection to the verb 
and said, "There goes one," is also a completely specifia­
ble transformation. The instructions would read: "Re­
tain the forms given in the order given and supply oblig­
atory grammatical forms." To be sure this mother­
machine would have to be supplied with the obligatory 
rules of English grammar, but that could be done. 
However, the sentence "There goes one" is atypical in 
that it only adds a compulsory and redundant inflection. 
The expansions of Table 3 all add forms that are not 
grammatically compulsory or redundant and these ex­
pansions cannot he mechanically generated by grammati­
cal rules alone. 



146 ROGER BROWN AND URSULA BELLUGI 

In Table 3 the upper four utterances produced by the 
child are all of the same grammatical type; all four 
consist of a proper noun followed by a common noun. 
However, the four are expanded in quite different ways. 
In particular, the form of the verb changes: it is first 
in the simple present tense; second in the simple past; 
third in the present progressive; and last in the simple 
future. All of these are perfectly grammatical but they 
are different. The second set of child utterances is for­
mally uniform in that each one consists of a verb fol­
lowed by a noun. The expansions are again all gram­
matical but quite unlike, especially with regard to the 
preposition supplied. In general, then, there are radical 
changes in the mother's expansions when there are no 
changes in the formal character of the utterances ex­
panded. It follows that the expansions cannot be pro­
duced simply by making grammatically compulsory 
additions to the child's utterances. 

How does a mother decide on the correct expansion 
of one of her child's utterances? Consider the utterance 
"E . d ve lunch." So far as grammar IS concerne this ut-
terance could be appropriately expanded in any one of 

b f "E . h . 1 h" "E a num er 0 ways: ve IS avmg unc ; ve had 
1 h" "E "11 h 1 h" · "E ' 1 h " unc ; ve WI ave unc , ve s unc , and so 
forth. On the occasion when Eve produced the utter. 
ance, however, one expansion seemed more appropriate 
than any other. It was then the noon hour, Eve was sitting 
at the table with a plate of food before her and her spoon 
and fingers were busy. In these circumstances "Eve 
lunch" had to mean "Eve is having lunch." A little 
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h .. \.~:;1.: ""'n.cn \ne p\a'i.e 'naG. 'neen ~\.'a'L\.X:..~ \\\ \\\~ ~ipk_ and. 
Eve was 'betting d<:Jwn { IQm b.er chair t..~e utterance ·"'f"re 

lunch" would have suggested the expansion "Eve ltas 

had her lunch." Most expansions arc responsive not only 
to the child's words but also to the circumstances at­
tending their utterance. 

What kind of instructions will generate the mother's 
expansions? The following are approximately correct: 
"Retain the words given in the order given, and add 
those functors that will result in a well-formed simple 
sentence that is appropriate to the circumstances." 
These are not instructions that any machine could fol­
low. A machine could act on the instructions only if it 
were provided with detailed specifications for judging 
appropriateness, and no such specifications can, at pres­
ent, be written. They exist, however, in implicit form in 
the brains of mothers and in the brains of all English­
speaking adults, and so judgments of appropriateness 
can be made by such adults. 

The expansion encodes aspects of reality that are not 
coded by the child's telegraphic utterance. Functors have 
meaning, but it is meaning that accrues to them in con­
text rather than isolation. The meanings that are added 
by functors seem to be nothing less than the basic terms 
in which we construe reality: the time of an action, 
whether it is ongoing or completed, whether it is pres­
ently relevant or not; the concept of possession, and such 
relational concepts as are coded by in, on, up, down, 
and the like; the difference between a particular instance 
of a class ("Has anybody seen the paper?") and any 
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instance of a class ("Has anybody seen a paper?"); the 
difference between extended substances given shape and 
size by an "accidental" container (sand, water, syrup, 
etc.) and countable "things" having a characteristic, 
fixed shape and size (a cu.p, a man, a tree, etc.). It 
seems to us that a mother, in expanding speech, may he 
teaching more than grammar; she may be teaching 
something like a world view. 

. As yet it has not been demonstrated that expansions 
are necessary for the learning of either grammar or a 
construction of reality. It has not even been demonstrated 
that expansions contribute to such learning. All we know 
is that some parents do expand and their children do 
learn. It is perfectly possible, however, that children 
can and do learn simply from hearing their parents or 
others make well-formed sentences in connection witl1 
various nonverbal circumstances. It may not be neces· 
sary or even helpful for these sentences to be expan· 
sions of utterances of the child. Only experiments con· 
trasting expansion training with simple exposure to 
English will settle the matter. We hope to do sucll 
experiments. 

There are, of course, reasons for expecting the ex· 
pansion transformation to be an effective tutorial tech 
nique. By adding something to the words the child ha: 
just produced one confirms his response insofar as i1 

is appropriate. In addition one takes him somewhat be 
yond that response but not greatly beyond it. One en 
codes additional meanings at a moment when he is mos 
likely to be attending to the cues that can teach tha 
meanmg. 
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Induction of the Latent Structure 

Adam, in the course of the conversation with his 
mother set down in Table 1, produced one utterance 
for which no adult is likely ever to have provided an 
exact model: "No I see truck." His mother elects to 
expand it as "No, you didn't see it" and this expansion 
suggests that the child might have created the utterance 
by reducing an adult model containing the form didn't. 
However, the mother's expansion in this case does some 
violence to Adam's original version. He did not say no 
as his mother said it, with primary stress and final con­
tour; Adam's no had secondary stress and no final con­
tour. It is not easy to imagine an adult model for this 
utterarice. It seems more likely that the utterance was 
created by Adam as part of a continuing effort to 
discover the general rules for constructing English 
negatives. 

In Table 4 are listed some utterances produced by 
Adam or Eve for which it is difficult to 1magme any 

Table 4 
UTTERANCES NOT LIKELY TO BE IMITATIONS 

My Cromer suitcase 
Two foot 
A bags 
A scissor 
A this truck 

You naughty are 
Why it can't tum off? 
Put on it 
Cowboy did fighting me 
Put a gas in 

adult model. It is unlikely that any adult said any of 
these to Adam or Eve, since they are very simple utter­
ances and yet definitely ungrammatical. In addition, it 
is difficult, by adding functors alone, to build any of 
them up to simple grammatical sentences. Consequently 
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it does not seem likely that these utterances are reduc. 
tions of adult originals. It is more likely that they are 
mistakes which externalize the child's search for the 
regularities of English syntax. 

We have long realized that the occurrence of certain 
kinds of errors on the level of morphology (or word 
construction) reveals the child's effort to induce regu. 
larities from speech. So long as a child speaks cor. 
rectly, or at any rate so long as he speaks as correctly 
as the adults he hears, there is no way to tell whether he 
is simply repeating what he has heard or whether he is 
actually constructing. However, when he says some­
thing like "I digged a hole," we can often be sure that 
he is constructing. We can be sure, because it is un. 
likely that he would have h~ard digged from anyone 
and because we can see how, m processing words he h as 
heard, he might have come by digged. It looks like an 
overgeneralization of the regular past inflection. Th 
inductive operations of the child's mind are extern le a. 
ized in such a creation. Overgene:alizations on the level 
of syntax (or sentence constructiOn) are more diflicu.lt 
to identify because there are so many ways of add. 
functors so as to build up conceivable models. But 111~g 

I f T lts 
is difficult to do for the examp es o able 4 and f 

• Gr 
several hundred other utterances m our records. 

The processes of imitation and expansion are not 8 
th d f l . . . U.f. 

ficient to account for e egree o mgmst1c co ill 
tence that children regularly acquire. These proces:Pe 

se! 
alone cannot teach more than the sum total of sentence' 
that speakers of English have either modeled for ~ 
child to imitate or built up from a child's reductions. 
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However, a child's linguistic competence extends far 
beyond this sum total of sentences. All children are 
able to understand and construct sentences they have 
never heard hut which are nevertheless well formed, i.e., 
well formed in terms of general rules that are implicit 
in the sentences the child has heard. Somehow, then, 
every child processes the speech to which he is exposed 
so as to induce from it a latent structure. This latent 
rule structure is so general that a child can spin out its 
implications all his life long. It is both semantic and 
syntactic. The discovery of latent structure is the great­
est of the processes involved in language acquisition 
and the most difficult to understand. We will provide an 
example of how the analysis can proceed by discussing 
the evolution in child speech of noun phrases. 

A noun phrase in adult English includes a noun, hut 
also more than a noun. One variety consists of a noun 
with assorted modifiers: The girl; The pretty girl; That 
pretty girl; My girl, and so forth. All of these are con­
structions that have the same syntactic privileges as do 
nouns alone. A noun phrase can he used in isolation 
to name or request something; it can he used in sen­
tences in subject position, or in object position, or in 
predicate nominative position; all these are slots that a 
noun alone can also fill. A larger construction having the 
same syntactic privileges as its "head" word is called, 
in linguistics, an "endocentric" construction, and noun 
phrases are endocentric constructions. 

For both Adam and Eve, in the early records, noun 
phrases usually occur as total, independent utterances 
rather than as components of sentences. Table 5 pre-
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sents an assortment of such utterances. Each one con­
sists of some sort of modifier, just one, preceding a 
noun. The modifiers or, as they are sometimes called, 
the "pivot" words are a much smaller class than the noun 
class. Three students of child speech ( Braine, 1963; 
Miller and Ervin, 1964; and Brown and Fraser, 1963) 
have independently discovered that this kind of con­
struction is extremely common when children first begin 
to combine words. 

It is possible to generalize the cases of Table 5 into 
a simple, implicit rule. The rule symbolized in Table 5 

Table 5 
NOUN PHRASES IN ISOLATION AND RULE FOR 
GENERATING NOUN PHRASES AT TIME 1 

A coat 
A celerya 
A Becky<> 
A handsa 
The top 
My Mommy 
My stool 
That Adam 
That knee 

NP_,..M+N 

More coffee 
More nuta 
Two socka 
Two shoes 
Two tinker toyG 
Big boot 
Poor man 
Little top 
Dirty knee 

M __,.. a, big, dirty, little, more, my, poor, that, the, two. 
N __,.. Adam, Becky, boot, coat, coffee, knee, man, Mommy, nut, sock, 

stool, tinker toy, top, and very many others. 

a Ungrammatical for an adult. 

reads: "In order to form a noun phrase of this type, 
select first one word from the small class of modifiers 
and select, second, one word from the large class of 
nouns." This is a "generative" rule, by which we mean 
that it is a program that would actually serve to build 
constructions of the type in question. It is offered as a 
model of the mental mechanism by which Adam and · 
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Eve generated such utterances. Furthermore, judging 
from our work with other children and from the reports 
of Braine and of Ervin and Miller, the model describes 
a mechanism present in many children when their aver­
age utterance is approximately two morphemes long. 

We have found that even in our earliest records the 
M + N construction is sometimes used as a component 
of larger constructions. For instance, Eve said: "Fix a 
Lassie" and "Turn the page" and "A horsie stuck" and 
Adam even said: "Adam wear a shirt." There are, at 
first, only a handful of these larger constructions, but 
there are very many constructions in which single nouns 
occur in subject or in object position. 

Let us look again at the utterances of Table 5 and 
the rule generalizing them. The class M does not corre­
spond with any syntactic class of adult English. In the 
class M are articles, a possessive pronoun, a cardinal 
number, a demonstrative adjective or pronoun, a quan­
tifier, and some descriptive adjectives-a mixed bag 
indeed. For adult English these words cannot belong 
to the same syntactic class because they have very dif­
ferent privileges of occurrence in sentences. For the 
children the words do seem to function as one class 
that has the common privilege of occurrence before 
nouns. 

If the initial words of the utterances in Table 5 are 
treated as one class M, then many utterances are gener­
ated which an adult speaker would judge to be ungram­
matical. Consider the indefinite article a. Adults use it 
only to modify common count nouns in the singular 
such as coat, dog, cup, and so forth. We would not say a 
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celery, or a cereal, or a dirt, since celery, cereal, and 
dirt are mass nouns. We would not say a Becky or a 
Jimmy, since Becky and Jimmy are proper nouns. We 
would not say a hands or a shoes, since hands and shoes 
are plural nouns. Adam and Eve did, at first, form un­
grammatical combinations such as these. 

The numeral two we use only with count nouns in the 
plural. We would not say two sock since sock is singular, 
nor two water since water is a mass noun. The word 
more we use before count nouns in the plural (more 
nuts) or before .mass nouns in the singular (more 
coffee). Adam and Eve made a number of combinations 
involving two or more that we would not make. 

Given the initially very undiscriminating use of words 
in the class M, it follows that one dimension of develop­
ment must be a progressive differentiation of privileges, 
which means the division of M into smaller classes. 
There must also be subdivision of the noun class (N) 
for the reason that the privileges of occurrence of vari. 
ous kinds of modifiers must be described in terms of 
such subvarieties of N as the common noun and proper 
noun, the count noun and mass noun. There must even. 
tually emerge a distinction between nouns singular and 
nouns plural, since this distinction figures in the privi. 
leges of occurrence of the several sorts of modifiers. 

Sixteen weeks after our first records from Adam and 
Eve (Time 2), the cliff erentiation had begun. By this time 
there were distributional reasons for separating out arti­
cles from demonstrative pronouns, and both of these 
from the residual class of modifiers. Some of the evi­
dence for this conclusion appears in Table 6. In general, 
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one syntactic class is distinguished from another when 
the members of one class have combinational privileges 
not enjoyed by the members of the other. Consider, for 
example, the reasons for distinguishing articles (Art) 
from modifiers in general (M). Both articles and modi­
fiers appeared in front of nouns in two-word utterances. 
However, in three-word utterances that were made up 
from the total pool of words and that ha.d a noun in 
final position, the privileges of a and the were different 
from the privileges of all other modifiers. The articles 
occurred in initial position followed by a member of 
class M other than an article. No other modifier occurred 
in this first position; notice the "Not obtained" examples 
of Table 6a. If the children had produced utterances 

Table 6 
SUBDIVISION OF THE MODIFIER CLASS 

a. Privileges peculiar to articles 

Obtained Not Obtained 
A blue flower 
A nice nap 
A your car 
A my" pencil 

Blue a flower 
Nice a nap 
Your a car 
My a pencil 

b. Privileges peculiar to demonstrative pronouns 

Obtained Not Obtained 
That a horse 
That a blue flower 

A that horse 
A that blue flower 
Blue a that flower 

like those not obtained (for example, blue a flower, or 
your a car), there would have been no difference in the 
privileges of occurrence of articles and modifiers and 
therefore no reason to separate out articles. 

The record of Adam is especially instructive at this 



156 ROGER BROWN AND URSULA BELLUG! 

point. He created such notably ungrammatical combi. 
· " " d " ·1 " It . natiOns as a your car an a my penc1 . IS very 

unlikely that adults provided models for these combi­
nations. They argue strongly that Adam regarded all the 
words in the residual M class as syntactic equivalents 
and so generated these very odd utterances in which 
possessive pronouns appear where descriptive adjec· 
tives would be more acceptable. 

Table 6b also presents some of the evidence for dis· 
tinguishing demonstrative pronouns (Dem) from arti· 
cles and modifiers. The pronouns occurred first and 
ahead of articles in three-and-four-word utterances-a 
position that neither articles nor modifiers ever filled. 
The sentences with demonstrative pronouns are recog­
nizable as reductions that omit the copular verb is. Such 
sentences are not noun phrases in adult English, and 
ultimately they will not function as noun phrases in the 
speech of the children, but for the present they are 1101 
distinguishable distributionally from noun phrase~. 

Recall now the generative formula of Table 5 whiclJ 
constructs noun phrases by simply placing a modifi 
(M) before a noun (N). The differentiation of Pth~~ 
leges illustrated in Table 6, and the syntactic cla88e5 

this evidence motivates us to create, complicate the for­
mula for generating noun phrases. In Table 7 we have 
written a single general formula for producing all noun 
phrases [NP -7 (Dem) + (Art) + (M) + N] and 
also the numerous more specific rules which are sum­
marized by the general formula. 

By the time of the 13th transcription, 26 weeks after 
we began our study, privileges of occurrence were much 
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more finely differentiated, and consequently syntactic 
classes were more numerous. From the distributional 
evidence \\'e judged that Adam had made five classes 
of his original class M: articles, descriptive adjectives, 

Table 7 
RULES FOR GENERATING NOUN PHRASES AT TIME 2 

NP 1 ~ Dem + Art + M + N 
NP 2 ~ Art + M + N 
NP 3 ~ Dem + M + N 
NP, ~ Art+N 
NP5 ~ M+N 
NP6 ~ Dem + N NP ~ (Dem)a +(Art)+ (M) + N 

a Class within parentheses is optional. 

possessive pronouns, demonstrative pronouns, and a 
residual class of modifiers. The generative rules of 
Table 7 had become inadequate; t11ere were no longer, 
for instance, any combinations like "a your car." Eve 
had the same set, except that she used two residual 
classes of modifiers. In addition, nouns had begun to 
subdivide for both children. The usage of proper nouns 
had become clearly distinct from t11e usage of count 
nouns. For Eve the evidence justified separating count 
nouns from mass nouns, but for Adam it still did not. 
Both children by this time were frequently pluralizing 
nouns, but as yet their syntactic control of the singular­
plural distinction was imperfect. 

In summary, one major aspect of the development 
of general structure in child speech is a progressive dif­
ferentiation in the usage of words and therefore a pro­
gressive differentiation of syntactic classes. At the same 
time, however, there is an integrative process at work. 
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From the first, an occasional noun phrase occurred as 
a component of some larger construction. At first these 
noun phrases were just two words long, and the range 
of positions in which they could occur was small. With 
time the noun phrases grew longer, were more frequently 
used, and were used in a greater range of positions. The 
noun-phrase structure as a whole, in all the permissible 
combimi.tions of modifiers and nouns, was assuming the 
combinational privileges enjoyed by nouns in isolation. 

In Table 8 are set down some of the sentence posi· 
tions in which both nouns and noun phrases occurred 

Table 8 
SOME PRIVILEGES OF THE NOUN PHRASE 

Noun Positions 
That (flower) 
Where (ball) go? 
Adam write (penguin) 
( H orsie) stop 
Put (hat) on 

Noun-Phrase Positions 
That (a blue flower) 
Where (the puzzle) go? 
Doggie eat (the breakfast) 
(A horsie) crying 
Put (the red hat) on 

in the speech of Adam and Eve. It is the close match 
between the positions of nouns alone and of nouns with 
modifiers in the speech of Adam and Eve that justifie~ 
us in calling the longer constructions noun phrases. 
These longer constructions are, as they should be, endo· 
centric; the head word alone has the same syntactit' 
privileges as the head word with its modifiers. The con· 
tinuing absence, in noun-phrase positions, of whole con· 
structions of the type, "That a blue flower," signals the 
fact that these constructions are telegraphic versions of 
predicate nominative sentences, with the verb form is 
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omitted. Examples of the kind of construction not ob­
tained are: "That (that a blue flower)," or "Where (that 
a blue flower)?" 

For adults the noun phrase is a subwhole of the sen­
tence, what linguists call an "immediate constituent." 
The noun phrase has a kind of psychological unity. 
There are signs that the noun phrase was also an imme­
diate constituent for Adam and Eve. Consider the sen­
tence with the separable verb put on. The noun phrase in 
"Put the red hat on" is, as a whole, fitted in between 
the verb and the particle, even as is the noun alone in 
"Put hat on." What is more, however, the location of 
pauses in the longer sentence on several occasions sug­
gested the psychological organization, "Put . . . the 
red hat ... on," rather than "Put the red ... hat on," 
or "Put the . . . red hat on." In addition to this evi­
dence, the use of pronouns .suggests that the noun phrase 
is a psychological unit. 

The unity of noun phrases in adult English is evi­
denced, in the first place, by the syntactic equivalence 
between such phrases and nouns alone. It is evidenced, 
in the second place, by the fact that pronouns are able 
to substitute for total noun phrases. In our immediately 
preceding sentence the pronoun "It" stands for the rather 
involved construction: "The unity of noun phrases in 
adult English." The words called "pronouns" in Eng­
lish would more aptly be called "pro-noun-phrases" 
since it is the phrase rather than the noun that they 
usually replace. One does not replace "unity" with "it" 
and say "The it of noun phrases in adult English." In 
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the speech of Adam and Eve, too, the pronoun came to 
function as a replacement for the noun phrase. Some 
of the clearer cases appear in Table 9. 

Table l) 

PRONOUNS REPLACING NOUNS OR NOUN PHRASES, AND 
PRONOUNS PRODUCED TOGETHER WITH NOUNS OR 
NOUN PHRASES 

Noun Phrases Replaced 
by Pronouns 

Hit ball 
Get it 

Ball go? 
Go get it 

Made it 
lllaclr! a ship 

Fix a tricyc/ e 
Fix it 

Pronouns and Noun Phrases 
in Same Utterances 

Mommy get it ladder 
Mommy get it my ladder 

Saw it ball 
Miss it garage 

1 miss it cowboy boot 
1 Adam drive that 

1 Adam drive 
I Adam don't 

Adam characteristically externalizes more of hi! 
~earning than does Eve and his record is especiall) 
Instructive in connection with the learning of pronouns 
In his first eight records, taken during the first 16 week! 
of the study, Adam quite often produced sentences con· 
taining both the pronoun and the noun or noun phrast 
that the pronoun should have replaced. One can see herf 
the equivalence in process of establishment. First thf 
suJJsl.il.ul.c is produced and then, as if in explication, thf 

form or forms that will eventually be replaced by tht 
substitute. Adam spoke out his pronoun antecedents a1 

Chro I · I sequents. This is additional evidenCI no ogiCa con 
of th · f th noun phrase, since the noun phrase e un1ty o e . . , 
my ladder and cowboy boot are linked with zt m Adam 
speech in just the same way as the nouns ladder and bal1 

We have described three processes involved in tb 
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child's acquisition of syntax. It is clear that the last of 
these, the induction of latent structure, is by far the 
most complex. It looks as if this last process will put a 
serious strain on any learning theory thus far conceived 
by psychology. The very intricate simultaneous differ­
entiation and integration that constitutes the evolution 
of the noun phrase is more reminiscent of the biological 
development of an embryo than it is of the acquisition 
of a conditioned reflex. 
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Imitation and Structural Change 

in Children's Language 

We all know that children's grammar converges on 
the norm for the community in which they live. How 
does this happen? One source might be through adult 
correction of errors and through operant conditioning 
reinforced by the responses of others. This is probably 
a relatively weak source of change in first language 
learning. We know, for instance, that children learn 
certain grammatical structures which nobody taught 
them explicitly, and we also know that often teachers 
try hard to eradicate some of them. All over the world 
children learn grammatical patterns whether or not 
anyone corrects their speech, and there have been cases 
in which children who were believed for years to he 
mute have been found employing relatively mature 
grammatical patterns. A second source of change is 
maturation. Young children cannot learn grammatical 

• University of California at Berkeley. 
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and semantic concepts of a certain degree of complex­
ity, and they produce sentences limited in length. 
Gvozdev ( 1961), in a book on child language develop­
ment in Russian, has presented evidence that, when 
grammatical complexity is held constant, semantic dif­
ficulty is related to the age of acquisition of certain 
grammatical patterns. For instance, the conditional is 
learned late. Recent work by Roger W. Brown and his 
group supports this view. But maturation cannot account 
for the content of language nor for the particular struc· 
tures acquired. A third factor affecting language devel· 
opment might be comprehension. We know that, typi· 
cally, recognition precedes production. We know that 
people can understand many more words than they ever 
use. The number of cues for recognition is less than the 
information needed for accurate production, and in rec· 
ognition we can often profit from redundancy. 

Fraser, Bellugi, and Brown ( 1963) have recently 
found that children's imitation of grammatical contrasts 
regularly surpassed their comprehension, which in turn 
was superior to their freely generated speech. For in· 
stance, they would choose the right picture, or repeat 
"The sheep are jumping," or "The sheep is jumping," 
more often than they could speak the right name when 
a picture was pointed out. 

The children in this study were asked to imitate. The 
real test as to whether imitation is significant as a source 
of progress in grammar should be based on spontaneous 
imitations, for children may imitate selectively. 

The material to be reported here is merely suggestive. 
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It consists of a study of only five children.* It is unique 
in that I have the advantage of working from careful 
descriptive grammars for each of the children about 
whom I shall report. The crucial test is this: Are imi­
tated utterances grammatically different from free utter­
ances? If they are different, are they more advanced 
grammatically? 

Ideally, one would write independent grammars for 
the imitated sentences and for the freely generated sen­
tences and compare the grammatical rules. Since the 
number of imitations was far too small, grammatical 
rules were written only for the free sentences, and then 
the imitations were tested for their consistency with 
these rules. This method loads the dice against the simi­
larity of the imitations to the free sentences. 

First I shall describe what I mean by a grammar, 
then define what I mean by imitation, and finally test 
the hypothesis of similarity. 

We collected 250 sentences of two words or more 
from Donnie (Table 1). At this time, when he was 2 
years and 2 months old, his mother reported that he 
had just begun to put words together. The rule described 
here accounts for 198 of Donnie's sentences. 

Another 16 sentences followed another rule, produc­
ing "what's that" and "what's this." There were 35 sen­
tences which could be described by neither rule. 

* Conducted with the support of a grant from the National Institute 
of l\Iental Health and the facilities of the Institute for Human Develop­
ment and the Institute for Human Learning at the University of Cali­
fornia, Berkeley. The work was done in collaboration with Wick Miller, 
now Assistant Professor of Anthropology at the University of Utah. 
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Table l 
SENTENCE-GENERATING RULE FOR DONNIE, AGE 2:2 

Required 
Optional Classesa Class 

1 2 3 4 5 6 7 

goodness bead bead(s) 
oh blanket blanket 
oh oh there (s) 

here (s) ~ 
gob bow-wow bow-wow 

oh dear where (s) a car car(s) 
big choochoo choochoo 

see the Daddy Daddy 
whee this kiddy-car kiddy-car 

that(s) ring 
truck 
water 
etc. 

° Classes 1 to 6, selected in that order, may precede 7. 
b "This" and "that(s)" never precede "go." 

ring 
truck (s) 
water 
etc. 

You will see that the following sentences were gram· 
matically consistent: 

Blanket water. Oh, there's a bed. 
Bow-wow dog. Oh, car. 
Here big truck. Oh, dear, the truck. 
Where go the car? Where's a big choochoo car? 

We could not account for 7 per cent of Donnie's sen· 
tences by any simple rules. These included the following: 

Where the more bead? 
Naughty Donnie. 
Go get the truck. 

What the choochoo 

Go bye-bye Daddy. 
Here's it go. 
Here's it goes. 

car? 

Three :months later, Donnie's grammar had changed 
(Table 2). Some of the sentences that we could not 
account for at the earlier stage have now become more 
frequent and stable. We now find it necessary to set up 
a Phrase rule for a nominal phrase, which you see in 
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Table 2. Although all the regular sentences at the 
younger age contained at least one nominal, there are 
now more frequent sentences without a nominal phrase 

Table 2 
NOMINAL PHRASE-GENERATING RULE FOR DONNIE, AGE 2:5 

NOMINAL 

I 

a 
the 

Optional Classesa 

2 

red 
big 
more 

3 

all-gone 
ball 
bead 
broken 
bye-bye 
choochoo 
green 
monkey 
truck 
yellow 
etc. 

a Classes I to 3, in that order, may precede 4. 

Required 
Class 

4 

all-gone 
ball 
bead (s) 
broken 
bye-bye 
choochoo 
green 
monkey 
truck 
yellow 
etc. 

(Table 3). We can conveniently divide Donnie's sen­
tences into four types at this age. The largest number, 
173, were declarative sentences like "there's a bus," 
"there's a green," "here's a broken," and "there's all­
gone." Ninety-six were nominal sentences like "big 

Table 3 
SENTENCE-GENERATING RULE FOR DONNIE, AGE 2:5 

I 2 3a 4 5 6 

oh boy there (s) it 
hi where(s) all go NOMINAL have-ito 
no here (s) goes 
don't that(s) b 

etc. this isb NOMINAL 

a Multiword sentences contain at least one item from columns 3 to 6, 
with order as in the sequence of columns. 

b That (s) and this (is) never precede columns 4 to 6. 
° Columns 4 and 6 are mutually exclusive. 
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yellow," "oh, broken," "yellow broken," or "monkey 
b k " A h . d " " " " . ro en. not er 76 contame go or goes as m 
"car go broken," "goes the bubbles," and "there's it 
go." There were 20 sentences with "have-it," meaning 
"I want it." For example, "there beads, have-it" and 
"where the choo-choo, have-it." 

These are inductive or descriptive rules or grammars. 
Alternative descriptions might do as well: our criteria 
were brevity and completeness. We can test a grammar 
of an adult language by asking speakers if test sentences 
are acceptable; with so-called dead, literary languages 
We can cross-check different sources. With children, our 
descriptions must be more tentative. For these two-year­
olds We found that between 77 and 80 per cent of the 
sentences could be described by our grammars. 
. ~ow we turn to the central issue. Are the spontaneous 
mutations of these children governed by the same rules 
as their freely generated sentences? To illustrate, here 
a~e sorne examples of Donnie's imitations at 2.5. You 
wlll fin~ the first three are consistent, the last two are 
~ot. The first column is the model, the second the imita­
tion. 

"This i · , , "Wh s a round nng. "This ring. 
"I ere does it go?" "Where's it go?" 
"Is ~onnie all-gone?" "Donnie all-gone." 
" s It a bus?" "It a bus." 

Is it broken?" "Is broken?" 

We have confined this study only to overt immediate 
repetitions. We have excluded imitations in 'which there 
~re changes, as in "Liz is naughty," "He's naughty." 

e found that adult conversations are heavily threaded 
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with such partial imitations and also that they are hard 
to separate from answers to questions. Judges might 
easily disagree in judging which were imitations. We 
kept the clear-cut cases, including exact repetitions, 
which were fev.-, echoes of the final few words in sen­
tence8, repetitions with words omitted, and the few 
instances of repetitions with changes in word order. 
Omissions bulked large in our cases of imitation. These 
tended to be concentrated on the unstressed segments 
of sentences, on articles, prepositions, auxiliaries, pro­
nouns, and suffixes. For instance: "I'll make a cup for 
her to drink" produced "cup drink"; "Mr. Miller will 
try," "Miller try"; "Put the strap under her chin," 
"Strap chin." Thus the imitations had three characteris­
tics: they selected the most recent and most emphasized 
words, and they preserved the word order. 

When the imitations have been isolated, the next step 
is to identify the grammatically consistent sentences. 
These were of two types. Some used vocabulary that we 
had included in describing the grammars. As I have 
said, our rules included lists of words according to 
classes, or by positions they could occupy. Some of the 
imit~ted sentences included new words that were not on 
these lists. Any speech sample is selective in vocabu­
lary, and since we were interested in structure and not 
vocabulary, we arbitrarily included as grammatical 
any sentences containing a single new word by treating 
these words as "deuces wild." That is to say, any new 
word could be assigned to a class so as to make a gram­
matical sentence. The same rule was used on the resid-
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ual sentences which were freely generated. Some of these 
sentences were called ungrammatical simply because 
they included grammatically ambiguous words. 

We used exactly the same rule of procedure for the 
imitated sentences and for the free sentences in deciding 
whether the sentence fit the structural rules or not. We 
made liberal, but equally liberal, provision for accept­
ing new vocabulary in both samples. Thus we can see 
whether the rules of word arrangement were the same 
in the two samples (Table 4). 

For all the children except one, Holly, the sentences 
in both samples were equally predictable from both 
rules. Donnie was studied at three ages, and there was 
no change with age in the consistency of his imitated 
sentences. 

But what about Holly? We must move to our second 
question with her: Were the imitated sentences gram­
matically more advanced than the free ones, or simply 
more inconsistent? We shall use three criteria in judging 

Table 4 
GRAMMATICAL NOVELTY OF IMITATIONS 

Susan (1.10) 
Christy (2.0) 
Donnie (2.2) 
Lisa (2.3) 
Holly (2.4) 
Donnie (2.5) 
Donnie (2.10) 

a X2=9.4 

Percentage 
Imitated 

7 
5 
6 

15 
20 
8 
7 

Percentage Grammatically 
Consistent 

Freely 
Generated 

88 
91 
93 
83 
88 
91 
92 

Imitated 
79 
92 

100 
65 
68a 
94 
91 
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the grammatical maturity of these sentences. These cri­
teria are based on the changes that characterized the 
children's speech in the months following those we are 
considering. First, sentence length increased with age. 
Donnie's sentences at the three ages considered had an 
average length of 2.2, 2.4, and 2. 7 words. Secondly, 
there is an increase in certain grammatical markers 
with age, including an increase in the use of articles 
and pronouns. Finally, there is an increase in adult-like 
sentence constructions consisting of imperative-plus­
object, or subject-verb-object, or subject-verb-adjective, 
or subject-verb-particle. Examples are "hold it," "he 
took it," "that's hot," and "they came over." 

Using these three criteria, we. examined all of Holly's 
residual sentences, both imitated and free, that did not 
fit the rules of arrangement we had called her grammar. 
The average length of the free sentences was three words, 
of the imitated sentences, two words. There were gram­
matical markers such as articles and pronouns in 62 
per cent of the free sentences, and in 28 per cent of the 
imitated sentences. Half of the free sentences and a third 
of the imitated sentences were structurally complete, 
from an adult standpoint. There were no subject-verb­
object imitated sentences, but there were six subject­
verb-object free sentences, such as "I want play game" 
and "I don't see Heather car," Heather being Holly's 
sister. 

We are left with a question about why Holly was so 
different from the other children. It was something of 
a tour de force to write a grammar for Holly. One class, 
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identified as a class by the fact that its members occu­
pied initial position in sentences, included "this-one," 
"see," "want" and "there." Another heterogeneous class, 
identified only by the fact that it followed the words 
just described, include "around," "pull," "raining," 
"book," and "two." No other child had such a bizarre 
system, if system it was. Probably Holly's imitations 
did not fit this system because these were not in fact 
rules ,governing her speech. Donnie's rules were far 
more simple, consistent, and pervasive. It is possible 
that the high percentage of imitations produced by Holly 
is related to the fluidity of her grammar. But if it is 
so, then her imitations were a disturbing rather than a 
productive factor in her grammatical development. 

If we can rely at all on this sample of five children, 
there is an inescapable conclusion. Imitations under 
the optimal conditions, those of immediate recall, are 
~ot_ grammatically progressive. We cannot look to overt 
Imitation as a source for the rapid progress children 
make in grammatical skill in these early years. 

A word of caution. I have not said that imitation is 
never important in language learning. In comprehension 
c~vert imitation may be important. Possibly imitation 
aids in the acquisition of vocabulary or of phonetic 
mastery. Perhaps overt imitation is indispensable in 
the special conditions of classroom language learning. 
All I have said is that there is not a shred of evidence 
supporting a view that progress toward adult norms of 
gra:nunar arises merely from practice in overt imitation 
of adult sentences. 
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Fitting Theories to Facts 

One may take several different approaches in account­
ing for child language development. We have already 
touched on one: the imitative view. According to this 
conceptualization the child makes errors and introduces 
abbreviations in his effort to approximate sentences he 
hears. Development is thought to consist of gradual 
elimination of such random errors. 

This point of view is implied in the studies of gram­
matical development which have counted grammatical 
errors, omissions, and sentence length as criteria for 
developmental level. A second view assumes that chil­
dren have sets of rules like those of adults, since they 
can understand adults, but that in speaking they have 
a combination of editing rules and random production 
errors. Development consists in eliminating the omis­
sions and redundancies arising from these editing rules. 
A third view would assume that development can be 
described as the evolution of a series of linguistic sys­
tems increasing in complexity, with changes in behavior 
reflecting changes in the child's syntactical rules. 

The data reported below have been collected in a 
collaborative study with Wick Miller, in which frequent 
texts were collected from seven monolingual oldest chil­
dren, and monthly systematic tests were conducted on 
24 children, during a period approximately from age 2 
to 4. 

In English plural inflection, the contrast dogs vs. dog 
might be learned as if the two words were unrelated, 
separate items of vocabulary. Each would he learned 
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by imitation and by associatiOn with the appropriate 
semantic discrimination. Yet imitation will not account 
for the behavior of adults speaking English. If an adult 
hears a new word, say, the name of a new tool, such as 
a mindon, he will surely call two of them mindons, a 
word he has never heard. We might say that he has 
formed a new word by analogy. Such analogic exten­
sions are not explainable as simple generalization, be­
cause they occur when both the referent and the word 
itself are new and clearly distinguishable from previ­
ously known words. We found that children formed new 
plurals in this way when they were between 2 and 3 
years old. 

We tested children systematically by showing them 
objects, first singly and then in pairs, and asking for a 
description. These tests were conducted at monthly in­
tervals. Some of the things we asked about were famil-
ia h "b " d " " 0 h r, sue as oys an oranges. t ers were new 
objects, called such things as a bik, pud, or bunge. 

If the child learns the plural first in terms of separate 
items of vocabulary, we would expect him to employ 
the plural suffix with some consistency with familiar 
words before he generalized to new words. In fact, this 
is just what happened. For nearly all the children, there 
Was a time gap between the time when a familiar plural 
was used and the time when an analogous new word was 
given a plural. Thus, between the time when the child 
contrasted block and blocks and the time when he said 
that two things called bik were biks, there was a small 
but reliable gap of about two weeks. For car and boy 
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and the analogous kie, the gap was about six weeks. 
For other words the gap was greater. In all cases-pud, 
bik, kie, tass, and bunge-the new contrast appeared 
later than the contrasts the children had heard. 

We would expect that this extension to new forms 
also would occur for the irregular plurals. All of the 
children, over the period we studied them, regularized 
the plural for foot and man. They said man-mans, and 
foot-foots or feet-feets. Most preferred foot-foots. Very 
few of the children fluctuated between foot and feet, so 
although the word feet must have been heard by the 
children, we can clearly see a regularizing influence. 
If imitation alone were at work, we would have expected 
fluctuation between foot and feet. 

There was a difference in the time of acquisition 
depending on form. The English plural form is quite 
regular and has few exceptions. Its form is governed 
by certain sound rules. Thus we have mat and mats, but 
match and matches. We can describe this difference by 
saying that words ending in sibilants, such as horse, 
buzz, match, judge, marsh, or rouge, add a vowel plus s. 
Children at this age frequently do not distinguish 
these sounds phonetically-orange may be pronounced 
unpredictably as orinch, orinz, orints, orins, orinsh by 
the same child. The children all shared the problem of 
adding s to words ending in sibilant sounds. What they 
did was omit a plural contrast for these words. The 
usual pattern in the earlier grammars was distinction 
of singular and plural except for words ending in sibi­
lants, which had the same forms for singular and plural. 
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Occasionally we would have analogies which removed 
the sibilant, as in singular bun plural buns for bunges, 
and singular bok plural boks for boxes. 

At some point each child produced the regular plural 
for one of these sibilant words. Quite often, when this 
happened, the plural for other earlier forms changed. 
Thus when box-boxes first was given, we found such 
forms as foot-footses, or hand-handses. Another pattern 
sometimes appeared. When tass-tasses came in, we found 
foot-footiz or bik-bikiz. 

These changes occurred with children who had previ­
ously used the -s plural regularly, for foot, bik, and 
hand. Why did these words change? If we examine 
the whole range of plurals employed at one of these 
points in time, we might describe the system as involv­
ing two plural forms vacillating unpredictably from -s 
to -iz. Alternatively, -s or siz were both in unpredictable 
variation. Surely, at this point, it is clear that the child 
is employing some common response, whatever you may 
call it, in using all of these plural forms. A linguist 
would say the child had a plural morpheme with two 
allomorphs in free variation. How can a psychologist 
translate this behavior into terms familiar to him? This 
is most certainly not behavior learned by accumulated 
imitation. It is transitory, lasting at most two months, 
and then is resolved into a system of conditioned vari­
ation like that of adults. 

There are two pieces of evidence here which will not 
fit a theory that inflection develops through imitation of 
familiar forms and extension by generalization to new 
items. One is the fact that foot and feet do not fluctuate 
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as much as imitation of adults would lead us to expect. 
The other is that even highly practiced, familiar plurals 
may be temporarily changed in form by overgenerali­
zation of new patterns. Both these data suggest that anal­
ogy in the production of sentences is a very important 
process and may outweigh the imitation of familiar 

forms. 
Analogy is a familiar process to linguists. Formal 

similarity is the basis for the construct they call a 
morpheme. Yet overlaid on the child's systematic ana­
logic forms, or morphemic patterns, we have a gradual 
accumulation of successful imitations which do not fit 
the stabilized pattern of the child, in such instances as 
oranges and boxes. Eventually these result in a change 
in the system, which becomes evident in the errors, from 
the adult standpoint, and in the analogic extensions to 
nonsense words. TI1e conditioned allomorphs in the 
adult system-the different plurals in mats and matches 
-were imitated one by one at first. Then they produced 
random fluctuation between the two forms, and later 
stable responses conditioned by the same features in 
the phonetic environment as the adult plurals. 

Now let us turn to past tense inflection. Our best data 
are from the group of seven children from whom we 
collected extensive texts .in interviews over a period of 
time. It is, of course, much harder to elicit a contrast 
in tense than one in plurality. The semantic cues are 
less controllable. For this reason we relied on less sys­
tematic methods of testing. Now it happens that the 
English tense system has analogies to the system of 
plurals. Like the plurals, it has both a regular pattern 
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and irregular forms. There is walk-walked, and there 
is go-went. As with the plurals, the specific phonemic 
pattern depends on the particular final phoneme of the 
simple verb-we have pack-packed and pat-patted, 
when a vowel is added in the suffix. As with plurals, the 
children used forms that indicated the difficulty of the 
pattern of adding a vowel-forms such as toasteded. 

The major formal difference in English between plural 
inflection of nouns and tense inflection of verbs is the 
great frequency of irregular (or strong) verbs, whereas 
irregular nouns are relatively few. It was a surprise to 
me, in examining verb frequency tables for the children 
we studied, to find that verbs with regular inflection 
were few and infrequent in our earliest texts. Therefore, 
tense inflection begins with the irregular forms. 

I looked for the first case of extension of the regular 
past tense suffix which could not have been imitated­
for instance buyed, comed, doed. The odd, and to me 
astonishing thing is that these extensions occurred in 
some cases before the child had produced any other 
regular past tense forms according to our sample. In 
some cases the other past tense forms consisted of only 
one or two words of dubious significance as past tense 
signals. 

Relatively rare was the extension of irregular pat­
terns-though we did find tooken. With plurals we had 
found that extension to new instances followed consid­
erable practice with the regular pattern. Of course, our 
texts must underestimate the frequency of regular verbs, 
since they are small samples, but the regularity with 
which we found such extensions occurring quite early 
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suggests that it takes relatively few instances and little 
practice to produce analogic extension. Another inter­
pretation is that such extensions can occur with little 
or no actual contrasts in the child's speech; he may base 
them on the variety of types employing the regular 
contrast in the language of the adult. That is, if he can 
comprehend the contrast in the adult language he may 
on that basis be led to produce analogous forms. 

With plurals, the regular patterns were learned and 
extended first; children did not waver between foot-feet 
and foot-foots but employed foot-foots normally. With 
the irregular past tense forms, the children learned the 
unique, irregular contrasts as separate items· of vocabu­
lary first. Sometimes they were separate even contextu­
ally, as in the child who said it came off and it came 
unfastened, but come over here and come right back. 
Next, the children produced analogic past tense forms 
for these highly frequent words. At the same period in 
which a child said did, he might say doed; at the same 
age at which he said broke, he might say breaked, and 
so on. We do not know if there were correlated linguistic 
or semantic cliff erences between these two versions of 
the past tense forms. At any event, these productive 
analogies occurred before we had evidence of practice 
on the familiar forms from which the analogies pre­
sumably stemmed. Whatever its basis in practice, it 
seems clear that the regularizing or analogizing tendency 
is very strong. 

The learning of syntax is even more difficult to ex­
plain. Let us go back before the age of two. In the 
earliest examples we have obtained, we find that there 
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are consistencies of order between words. A very simple 
system might be one that produces sentences like all­
gone candy, candy up-there, all-gone book, read book, 
and book read. Another said snap on, snap off, fix on. 
Notice that these sentences could not all be produced 
by simple abbreviation of adult sentences. Many of the 
children's sentences are such imitations, but some have 
a word order that cannot be explained by simple imita­
tion_. Children talk a great deal and they hear a great 
deal. It is improbable that they could produce the great 
variety of sentences they do produce from memorized 
strings of words. 

When we introduced words to a child in controlled 
sentences, he put them into new and appropriate sen­
tences. When told of a nonsense object that's a po, or 
this is a po, the child said here's a po, where' s a po, 
there's a po, the po go up there, and poz go up there. 
When told I'm gonna sib the toy, he later said I sib 'em, 
indicating the appropriate gesture. Yet the form wem, 
in this is a wem bead, was not extended. Thus a noun 
form was productively utilized in many new contexts, 
a verb form in one, and an adjective form in none. 
However slight, at least here is an indication of an 
analogic extension at the syntactic level. 

One explanation which has been offered by several 
different observers of young children, for instance, 
Braine (1963), Brown and Fraser (1963), and Miller 
and Ervin ( 1964), is that these early systems indicate 
the beginnings of syntactic classes. 

How do such classes develop? Two features of classes 
have been noted to account for the development of regu-
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larities. In children's language, there is greater semantic 
consistency than in adult language. Brown (1957) has 
shown that by nursery school age children identify 
verbs with action, nouns with things. Perhaps groupings 
into classes of words that can occur in the same place in 
sentences rest at least partly on semantic similarities. 
Another feature is that in all these grammars there are 
some positions where only a few words can occur, but 
that these words are very frequent. Thus one child started 
many of her sentences with thats. Another ended many 
of her sentences with on or off. The words that can occur 
fallowing thats constitute a class, in the same sense that 
nouns are identified as following the for adults. This 
is not the only way we recognize nouns, but it is almost 
as useful as a suffix in marking the class. How do we 
know that these words "go together" in a class for the 
child? We find that the recorded bed-time monologues 
of a child described by Weir (1962) were filled with 
instances of words substituting for each other: what 
color blanket, what color mop, what color glass; there is 
the light; here is the light; where is the light. Such prac­
tice, like the second-language drill in the classroom, 
could make some words equivalent counters in the game 
of rearrangement we call language. Thus, both meaning 
and high frequency of certain linguistic environments 
seem important in the evolution of syntactic classes. 

Clearly, we have evidence that children are creative 
at the very beginnings of sentence formation. They imi­
tate a great deal, but they also produce sentences which 
have both regularity and systematic difference from 
adult patterns. At the same time, within these classes 
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there are always statistical tendencies toward finer 

cliff erentiations. 
As my last example, I will take the grammatical 

features called transformations by Chomsky ( 1957). 
A good instance is the rule for the purely syntactical use 
of do in English. This word appears in a variety of sen­
tence types: in elliptical forms, such as yes, they do, 
in emphatic forms such as they do like it, in questions 
such as do they like it? and in negatives as in they don't 
like it. According to Chomsky's analysis, these uses of do 
are analogous and can be described by a single set of 
related rules in the grammar of adult English. 

Let us see how children employ do. In the negative, 
a simple rule for the contrast of affirmative and nega­
tive would be simply to add no or not in a specified 
place. He's going vs. he's not going; he has shoes vs. 
he has no shoes. Another procedure would be to contrast 
is with isn't, can with can't, and so on. In both cases, the 
contrast of affirmative and negative rests on a simple 
addition or change, analogous to the morphological 
change for tense or for the plural. Neither rule presents 
new problems. 

Some children had several co-existing negative sig­
nals. During the time period, one child had the follow­
ing: ( l) any in possession sentences, such as ] oe has 
any sock and all the children has any shirt on; ( 2) not 
in descriptions and declaratives, such as not Polly; 
( 3) don't in most verb sentences, such as don't eat that, 
and I don't like that. Note that all these utterances can 
he described in very simple terms without the use of 
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more complex constructs than those needed to account 
for inflection, or simple syntactic classes. 

But as the child acquires verb inflection, more com­
plex rules develop. We say he goes, but we do not 
usually say he goes not. Simple addition of not is inade­
quate. We say he doesn't go. In the contrast he can go 
vs. he can't go there is only one difference. In the con­
trast he goes vs. he doesn't go there are two: the addition 
of the word don't in appropriate number and tense, 
and the difference between go and goes. 

Usually children use don't quite early as a negative 
signal, but as inflections began we found sentences like 
Joe doesn't likes it and it doesn't fits in there. In these 
sentences inflections appeared, but in two places. In an 
analogous development, do appeared early in elliptical 
sentences as a verb substitute. Thus we find, in response 
to the remark there aren't any blocks in this book, the 
reply there do, and when Wick Miller said I'm Joe, the 
child said no you don't, you're Wick. Thus the child had 
not differentiated subclasses of words used in elliptical 
constructions, just as the subclasses of inflections of do 
with different number and tense did not appear until 
later. By age three, this child said it goes right here, 
d '":;> d ' d"h" ' :;> oesn t zt. an you re name s e, aren t you. , em-
ploying complex constructions which cannot be ex­
plained in terms of the simple semantic signals we found 
in Joe has any sock. 

Chomsky has described the various uses of do in 
adult English economically as based on the same rule. 
Does the use of do appear concurrently in negatives, 
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interrogatives, ellipsis, and emphasis? Quite clearly 
this is not the case. As we have seen, don't appears 
early in negatives. It is often the only negative signal. 
In interrogatives, the question is signaled by question 
words or by a rising pitch, and do is typically not 
present until months after it appears in negatives or in 
ellipsis. Thus we cannot infer the process of acquisition 
from an analysis of the structure of the adult language. 
Sentences that are described as generated through trans­
formation rules in the adult grammar may be based 
on different, and simpler, rules in the early stages of 
the child's grammar. And a rule that may apply to a 
variety of types of sentences in the adult grammar may 
develop through quite separate and independent rules 
in the early stages of the children's grammars. 

I have mentioned the development of tense and num­
ber inflection, simple syntax, and more complex syn­
tactical processes called transformations. These have 
all raised certain similar problems of explanation. 

In adult language, it has been found necessary to 
postulate such constructs as morpheme classes, syntac­
tic classes, and grammatical rules. It is not inevitable 
that similar constructs need be employed in accounting 
for the earliest stages of language acquisition. 

Three cliff erent theories of child language develop­
ment were described earlier. The imitation view as­
sumed that the child imitates adult sentences and gradu­
ally eliminates abbreviations and errors as he grows 
older. A second view assume that children comprehend 
adult rules but make random errors in speaking. A 
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third view sees language in children as involving suc­
cessive systems, with increasing complexity. 

In their simplest forms all these positions seem wrong. 
Let us review the evidence. We found that spontaneous 
imitations were syntactically similar to or simpler than 
nonimitations. In examining plural inflection, we saw 
that indiscriminate imitation would lead us to predict 
free variation of foot and feet, hut, in fact, one form was 
usually preferred, and the plural contrast was based on 
analogic extension. We found it necessary to postulate 
a plural morpheme to account for the sudden and transi­
tory appearance of forms like bockis and feetsiz. With 
verbs, mere frequency of use of a contrast was less im­
portant than the variety of types employing it, suggest­
ing again the need for conditions giving rise to a past­
tense morpheme, with varied environments for a par­
ticular form, before analogic extension can occur. 

In children's early syntax, the data are still ambigu­
ous, for it is hard to elicit and identify extensions to 
new cases. On the one hand, sentences like fix on, all­
gone puzzle, I not got red hair, and once I made a noth­
ing pie clearly involve processes of analogic extension. 
Here we see at least rudimentary classes. On the other 
hand, in any system we devised, there were indications 
of incipient subdivision, of statistical irregularities in 
the direction of the adult model, prior to shifts in the 
system. 

In the use of do we found that the adult rule applies 
equally to the negative, interrogative, elliptical, and em­
phatic sentence. But among children do did not appear 
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at the same time in these types of sentences. The pattern 
of development, and the rules that might describe usage 
at a particular point in time, cliff ered for these cliff erent 
sentence types and cliff ered for cliff erent children. Yet 
there were rules; errors were not random. 

In all these cases, we find that children seem to be 
disposed to create linguistic systems. We have not ex­
amined the speech of twins, but it seems likely that we 
would find there a rich source of systematic creation of 
constructions. It is hard to conceive that children could, 
by the age of four, produce the extraordinarily complex 
and original sentences we hear from them if they were 
not actively, by analogic extensions, forming classes 
and rules. 

At the same time we cannot wholly accept the third 
position presented-that of idiosyncratic systems. In 
every instance of systematic change I have examined, 
there has been some evidence of fluctuation, some evi­
dence of greater similarity to adult speech than one 
would expect on the basis of the system alone. In addi­
tion, in the early stages of some complex rules-such 
as the use of do-we found that there were phases that 
seemed to rest on rudimentary acquisition of vocabulary. 
The use of don't as an undifferentiated negative signal 
could be so described. 

The shift from one system to another may be ini­
tiated from several sources. One is the comprehension 
of adult speech, another is imitation. The relation of 
imitation to comprehension has barely been faced in 
discussions of child language, yet these two must ac-
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count for the accretion of instances which eventuate in 
systematic changes. 

In language, unlike other intellectual processes, the 
child can monitor his output through the same channel 
by which he receives the speech of others. If he knows 
how-if he can make discriminations and remember 
models-he can compare his own speech to that of 
others. Thus, language development involves at least 
th:ree processes. 

It is obvious that there is continual expansion in the 
comprehension of adult speech. Perhaps comprehension 
requires some ability to anticipate and hence, at a 
covert level, involves some of the same behavior that 
occurs in speech production. But this practice in com­
prehension alone is not sufficient to bring overt speech 
into conformity with understood speech. Consider again 
the phenomenon of so·called twin languages, for in­
stance, or the language skills of second-generation im­
migrants who have never spoken the parents' first lan­
guage but understand it, or of second-language learners 
who persistently make certain errors of syntax after 
years of second-language dominance, or of some chil­
dren of immigrants who understand their age peers but 
speak the English of their parents. More than compre­
hension is involved. 

Another process is the imitation of particular in­
stances by children. What is entailed in hearing and 
imitation we do not know at this point. The fact that 
phrases may be uttered long after they are heard, with­
out overt practice, suggests that our study of immediate, 
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spontaneous imitation concerns only a fraction of actual 
imitation-derived utterances. Yet unless these utterances 
constitute a systematically simpler sample of all imi­
tated utterances, it is obvious from our analysis of them 
that syntactical development at least cannot rest on 
imitation. 

The third process is the building by analogy of classes 
and rules, a process which we infer from the child's 
consistent production of sentences he could not have 
heard. Of the three approaches which I offered earlier, 
I would suggest that the third is closest to the truth, 
but that the accrual of gradual changes under the in­
fluence of listening to adults lies at the base of the 
generalizations and analogies formed by the child. Any 
system of analysis which omits either the idiosyncrati­
cally structured and rule-governed features of children's 
language or the gradual changes within these rules is 
contradicted by evidence from all levels of the linguistic 
behavior of children. 
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